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1. [bookmark: _Toc504620818]CUSTOMER REQUESTS
1.1 [bookmark: _Toc504620819] GENERAL CUSTOMER REQUESTS
Customer (RUNE-SI and RUNE-ADRIA) RUNE wants to build Open Access Network (OAN) based on PON access technology and IP/MPLS based high-speed non-oversubscribed core network. Core of the network will present up-stream/peering connections to the Content Providers and Internet Service Providers from where all services will come to end users – residential and business type.
Provided network solution must be 100% transparent for all services and content providers.
Customer is planning to provide Gigabit Next Generation Access (NGA) network in rural areas of Slovenia and part of Croatia through PON technologies. Access, aggregation and core networks would be built separately in both countries and interconnected through their core networks. Network must be robust, open, and highly available with extremely high performance - line speed is required from CPE device through access network to the access port of Aggregation AGGN Node and to the core network for avoiding any minimal possibility of network congestion and consequently services degradation.
Infrastructure network must be ready:
· For Bit-Stream (L2) services as well 
· For IP-Stream (L3) services for each end customer and
· Higher level services (IP/MPLS)
Customer requests are standard requests for this type of network infrastructure, beside request for  IP-Stream (L3) services, where proposed solution must take into account several network functionalities for enabling higher level services and consider also support for technologies becoming necessary and real in proposed solution lifecycle (IPV4, IPV6, OTT services,…).
Any solution for backbone and transportation network must consider all the following restraints and considerations:
· As few active points as possible
· Network scalability and possible growth
· Network redundancy of transportation lines, devices and services
· Q-in-Q and VLAN trunks to the end-user
· Power autonomy with UPS at all active points for at least 12 hours
· Pay-as-you-grow solution
· Temperature hardened equipment to avoid the need for cooling systems
· Possibility to upgrade to wire-speed connectivity between AANs and aggregation network
· AAN nodes are less than 80km from the AGGN nodes
· Possibility to upgrade GPON to 10G PON and WDM PON
· Number of active users 130.000 in Slovenia and 70.000,00 in Croatia
· Two (2) redundant ISPCN (ISP Connection Node) – one in Slovenia and one in Croatia:
· With aggregation network connecting ISPCN with AAN using different transportation networks available during network growth (leased and private)
· Enabling all possible technological connection types: Ethernet, lambda or proprietary DWDM transport solution
· Optical network termination at the user premises
1.2 [bookmark: _Toc504620820] CUSTOMER REQUESTS IN NUMBERS
Beside general requests from customer side all proposed solutions must consider all the below listed information:
· Expected end-user (subscriber) number is beyond 200.000 split to 130.000 in Slovenia and 70.000,00 in Croatia (65:35 ratio), with possible end number 345.000
· Covered area on Slovenian part of network is 8.000 Km2 and 5.320 Km2 in Croatia:
· 3.500 villages in Slovenia and
· 1.100 in Croatia
· Customer is willing to use 90% of GPON access ports and at least 10% of XGS-PON 10G access ports. There should be:
· At least 352 legacy GPON OLTs (AAN)
· At least 20 XGS-PON OLT systems inside the network
· Customer must provide minimal 100 Mb/s downstream connectivity for following European Digital Agenda via legacy GPON and even more in case of XGS-PON to end-user
· In case of 1:64 GPON split ratio resulting in worst case traffic scenario end-user connection speed should be 39 Mb/s 
· Each GPON OLT must be connected to two AGGN nodes and having both uplinks active


1.3 [bookmark: _Toc504620821] DETAILED TECHNICAL CUSTOMER REQUESTS
Customer has precisely defined basic network functionalities and capabilities, which must be supported in any possible solution. Any proposed technical solutions must include or support the following features, protocols and capabilities:
· Zero bandwidth impact during switch failover
· In-Service software upgrade (ISSU)
· IP service aware architecture to ensure optimal bandwidth efficiency and guaranteed instant channel changes
· Software that enables IMS integration and expands existing IP service aware features such as IGMP multicasting, VLAN tagging and stacking and security features
· Security and service segmentation features:
· DHCP snooping/proxy
· IP source guard/ Source verify
· PPPoEiA and PPPoE profiles
· MAC forced forwarding
· IGMP V2 and V3
· IGMP Snooping/Proxy
· MVR to optimize IPTV delivery
· IPV4 and IPV6 ACL
· Voice services with SIP or H.248 signalling
· Video services via IPTV
· Dynamic Bandwidth Allocation and HQOS
· 128 AES
· VLAN in VLAN (or Q-in-Q or VLAN trunking)
· IP-MPLS
· G.8032V2 (Ring support protocol)
· LAG protocol support on the access node in case of PTP connection


1.4 [bookmark: _Toc504620822] NETWORK MANAGEMENT/PROVISIONING REQUESTS
For easy maintenance, automatic provisioning, monitoring and overall system management each solution must support at least the next required network management functions:
· Any proposed solution must be SDN and NFV ready
· Open Flow Support must be included
· Native NETCONF/YANG must cover both provisioning and alarm/messaging
· In Service Software Upgrade (ISSU) is desired
· Management system should support well documented API interface
· Network and Service configuration, which is both On-line or Off-line
· Software upgrades
· Status request and command automation
· Statistics and performance data collection
· Alarm and event collection
· CRM or another platform should be offered for user management


2. [bookmark: _Toc504620823]INTRODUCTION INTO PROPOSED SOLUTION
2.1 [bookmark: _Toc504620824] INTRODUCTION
In the next lines some technical aspects of possible solution will be questioned and upon explaining all issues based on customer requests more solutions will be provided.
Previous chapters listed all customer-sourced requests. Beside all those listed and clearly stated in RFI documents, there are additional requests to be considered which are the base for the proposed solution(s). 
2.1.1 [bookmark: _Toc504620825]OVERALL AGGREGATION CAPACITY
As customer is looking for a network solution with maximum simplicity, scalability, security and manageability features, additional request for “non-blocking” capacity between AAN and CORE network has a strong impact to final solution from all points of view. The consequence of such  request is that transport network without oversubscription (1:1 uplink / downlink ratio) should provide similar capacity as sum of all connections on the distribution network.
Considering the following numbers (of expected OLTs) and other facts:
· At least 352 legacy GPON OLTs (AAN)
· At least 20 XGS-PON OLT systems inside the network
· Numbers stated above are optimal numbers in best-case OLTs distribution scenario
· We consider at least 30% more needed devices due to next reasons:
· NON optimal geographic OLTs positioning
· NON optimal user distribution over OLTs
· Optical access network topology NOT known in this phase
· Expected final number of OLTs can rise to:
· App. 460 of GPON OLTs and (rounded to 500 considering possible network growth)
· App. 28 of XGS-PON OLTs (rounded to 35 considering possible network growth)
Keeping in mind the rounded final numbers:
· 500 legacy GPON OLTs systems possible in last stage
· 35 XGS-PON OLT systems possible in last stage
And with the additional request that double (2) UPLINKs must be provided from each OLT, we come to the first challenge:
· 500 X 2 (10G) = 1.000,00 (10G) client ports must be provided in the AGGN layer aggregation
· 35 X 2 (100G) or 35 X 4 (40G) = 70 (100G) or 140 (40G) client ports must be additionally provided in the AGGN layer aggregation
· Overall GPON capacity is 500 X 2 X 10G = 10 + 5 Tb/s = 15 Tb/s (10.000 Gb/s DOWNLINK and 5.000  Gb/s UPLINK)
· Overall XGS-PON capacity is 35 X 2 X 100 = 7 + 7 Tb/s = 14 Tb/s (7.000 Gb/s DOWNLINK and 7.000 Gb/s UPLINK in case of symmetrical XGS-PON)
· Overall transport network system capacity being 15 + 14 Tb/s = 29 Tb/s
· Summarized number of client ports (1.000 X 10G and 70 X 100G) requires theoretically 170 100G uplink ports if following 100% non-blocking request!
· We must also consider some additional ports in case any of them are used for redundancy reasons between devices
Question emerging from calculation above is how transport network capacity should and must be planned. Upper calculations highlights two major challenges:
· Routing/switching capacity of AGGN devices
· UPLINK and DOWNLINK density of Ethernet ports on AGGN devices
· Ports for other functionalities (redundancy, management)
2.1.2 [bookmark: _Toc504620826]OVERALL UPLINK CAPACITY
Based on the calculation in chapter 3.1.1 the following challenges arise from upper results:
· [bookmark: _Hlk501655292]Proper calculation of required number of transportation channels between AGGN nodes and ISPCN nodes (UPLINK channels)
· Total capacity toward core network
2.1.3 [bookmark: _Toc504620827]INTERFACE TYPE CHOICE
Additional problem while proposing adequate solution is the choice of technologies used for UPLINK connections from AGGN devices. There are few possible types each having different technical characteristics:
· Optical “grey” ethernet interfaces (40 and 100G)
· QSFP-40GBASE-ER4 functions as four lane CWDM on wavelengths 1270nm-1330nm with typical power-budget 16.5 dB
· 100GBASE-ER4 functions as four lane WDM system – 1296nm, 1300nm, 1305nm, 1309nm with typical power-budget of 17.5 dB per wavelength
· Optical coloured  DWDM Ethernet interfaces (40 and 100G)
· No DWDM transceivers available for 40G standard
· 100GBASE-CWDM4 available with dual speed 100G / 40G with max. distance 2km
· DWDM QSFP28 100Gb/s functions on 2 wavelengths using 50 GHz DWDM grid, where PAM4 modulation format enables 56 Gb/s on a single wavelength. Typical transmit power is -10 dBm, and receive sensitivity is -2 dBm. This brings need for additional amplifier on both sides. Typically such 40-channel DWDM systems are used as transport on max.distance of 80km.
· Long Haul CFP interfaces using coherent DWDM technology, which has less limitations compared to solutions above and require properly designed active DWDM system for long-haul transmission. This solution has no technical limitation for the possible maximum optical fibre distances used in this project.
Choice of any of them is not simple due to next reasons:
· As network topology is not known, distances are not known
· Interfaces listed above:
· Are of different hardware types therefore requiring different mother devices (router, switches, DWDM devices)
· Have different power budget, which indicates different possible maximum distances (10, 40, 80 or even more than 80 km)
· Their actual price range is wide (price ration is up to 1:10 or even more in case of long haul coherent solution), which gives a major impact on the overall solution
· None of them can be proposed to any length before each transmission line is measured according to all necessary standards
· Any proposed solution is based on assumption that transmission line (optical fibers used for connecting the locations) is in excellent or good state (with attenuation of optical fibers between 0.19 and 0.25 dB/Km). If final loss values on the optical fiber links are worse than expected due to different reasons (additional or bad splices and patches, dirty connectors, etc) or due to specific situations (optical fiber links are passing via or next to electrical-distribution cables) all presumed calculations can fail and result in several consequences as follows:
· Additional hardware requirement like optical amplifiers on existing locations at each end of the optical fiber link as well as a potential need for additional active sites on the optical fiber link between end locations, which adds to operating expenses
· In worst case scenario there will be a need for technology replacement in case that total loss or distance will become limiting factor for chosen DWDM solution (more affordable DWDM solutions have certain distance limitation explained at the beginning of this section)
2.1.4 [bookmark: _Toc504620828]CORE NETWORK AGGREGATION
All of the above mentioned issues on the very end have a direct impact to core network design. Core network must:
· Provide enough connection capacities to redundantly aggregate network traffic/data from all AGGN nodes
· Provide enough scalability and must be able to grow as the number of users grow
· Have enough processing capacities to handle all the possible traffic (incoming, outgoing)
· Have enough connection capacities for:
· Redundant connections in case of redundant core nodes (Slovenia, Croatia)
· Connecting ISP and content providers (even redundantly)
· Connection to its management servers located in datacentres locally in the core locations
· Connection to service datacentre in case of L3 network setup
· Core network must also support all requested functionalities, protocols and capabilities listed in customer requests section (section 2.).
· Core network must be ready for all now known future needs, applications and standards
· Unpredicted network growth in case of faster user/traffic growth then predicted shouldn’t and must not have any impact on network core from any technical aspect
· Pay as you grow Feature/Functional expansion
· BNG to be distributed across the AGGN/SD nodes for scaling and turn/on/off on a per sub basis
· L3 features/functionality on  a per subscriber basis
[bookmark: _GoBack]
2.1.5 [bookmark: _Toc504620829]PREDICTED SUBSCRIBERS NUMBER
Predicted and expected final subscriber number is treated as real as it’s based on number of official listed households in so called “grey-zones”. However there is one not considered factor which was not mentioned or considered so far:
Predicted and expected final subscriber number is treated as real as it’s based on number of official listed households in so called “grey-zones”. However there are additional factors, which were not mentioned or considered so far:
· Beside regular users more and more Internet connections are being used for M2M communication
· All areas which will be covered with optical network connectivity as part of RUNE project will represent a primary option for all future communication needs as there is lack of other infrastructure
· Keeping in mind also all IOT and involved municipality needs (including municipality applications) a MAC address table is expected to grow very high even in case of traffic tunnelling (Q-in-Q or VLAN tagging)
· Dealing with high number MAC address tables requires first a type of telecom grade network equipment having enough processing power and MAC address capacities as well as support for all L2/L3 functions used for minimizing broadcast domains
2.1.6 [bookmark: _Toc504620830]TRANSPORTATION LEVEL SERVICES
One of customer requests is a need for higher level services (IP-MPLS or similar), which must be possible throughout the network. IP-MPLS solution should service as protocol that enables all other traffic to pass through the network as transparent as possible. IP-MPLS service is a foundation of Open Access Networks enabling different ISP and content providers to deliver their traffic from network core to network edge.
Customer must be aware that network will have to be able to provide much higher performances and functionalities when offering specific network services:
· Connectivity of mobile operators from AGGN nodes to core according to MEF standards
· Connectivity of ISP or content providers on AGGN node levels when no other connection possible
· High Speed Ethernet connectivity across network from one edge to another as service
· IP MPLS grade QoS for future critical infrastructure needs
2.1.7 [bookmark: _Toc504620831]AGGREGATION AND CORE NETWORK FUNCTIONS
The key features needed at the aggregation and core transport layer include:
· High-density Ethernet Links Aggregation from access layer
· Non-blocking and low latency forwarding of the transit traffic to core segment
· Perform EVC stitching to provide continuous End-to-End layer 2 EVC
· Perform S-VLAN normalization
· OAM and network resiliency features
· Inline timing and synchronization support for voice and TDM applications
· Support for versatile Layer 2 Carrier Ethernet and Layer 3 Services over MPLS
· Performing of Layer 2 EVC to Layer 3 Service stitching
The following protocols must be supported on any routing device in AGGN and ISPCN layer:
· ISIS, OSPF/OSPFv3, BGP and BGP RR, RSVP, LDP, Segment routing  
· IP/MPLS (L3) services
· EVPN, VPLS ,L3VPN, PWE3,
· P2MP LSP (mLDP and RSVP EVPN-MPLS), 
· L2 services
· MPLS-over-GRE, VXLAN, GRE 
· Bridge Port Extension (802.1BR)
· High Availability
· Redundant Routing engine, NSR, ISSU, GRES, BFD
· Metro Ethernet
· Support for OAM features
· Must be MEF CE 2.0 certified on designed networks speeds (10G and 100G)
· Precision time protocols (PTP)
· IEEE 1588 and SyncE
· PCEs (Path Computation Elements)
2.1.8 [bookmark: _Toc504620832]ACCESS LAYER SERVICES
The access layer consists of the access nodes, which are typically deployed in vicinity of the customer devices and enterprise customer premises. Therefore protocols for user access and connectivity to upstream aggregation routers are needed. The key requirements for the access layer are:
· Provide connectivity for customer equipment on the physical port—user network interface (UNI)
· One UNI connects one subscriber device, which is Layer 3 CPE
· Enable Ethernet Virtual Connection (EVC) towards the remote UNI and establish OAM control plane on a per EVC basis
· Bundle customer CVLAN and map it to EVC connection
· Multiplex multiple EVCs on a single UNI
· Apply network service attributes
· Properly designed performance and bandwidth to meet growing service needs
· Allow for Residential and business services
· CE services for Business with OAM and HQOS to deliver Business Class SLA and Carrier Ethernet (MEF) conform services
· L2/L3 residential CPE to deliver residential services
· Integrated remote diagnostics to reduce troubleshooting times and  on-site visits
· Integrated Videocontent Analyzer to analyse MPEG over IP/Multicast
· Tcpdump
· Integrated Wireshark network analysis for realtime debug

Software features must be supported to deliver an enhanced quality of experience (QoE)—class of service, network resiliency, and OAM.
2.2 [bookmark: _Toc504620833] PROPOSED SOLUTION
There is no simple solution for the requested network design. There are several factors, which have minor or major impact on final network design and there are simply too many variables, which cannot be put into a “non-risky” frame for taking them as granted base for further calculations.
In the following sections the document is providing all technical, economical, geographical, administrative and other factors having an influence over final choice.
Following are customer’s requests.
2.2.1 [bookmark: _Toc504620834]SYSTEM CAPACITY
In previous chapters calculations have been made if the system should be supporting “non-blocking” policy and adequate transport capacities. Note: upgradeable to non-blocking at full capacity.
The Figure 1 below is providing typical design for telecommunication networks, which takes into account the uplink capacity of 400Gbps.
The AAN nodes shall support redundant connectivity to the SD/AGGN node, P2P uplink via LAG and also G.8032v2 ring support for areas with lower densities to optimze utilization of uplink fibers.

[image: ]
[bookmark: _Toc504620850]Figure 1: Network capacity
2.2.2 [bookmark: _Toc504620835]CAPACITY PLANNING
Capacity planning was done strictly mathematically summarizing all distribution nodes (OLTs) capacity. It is technologically optimal to connect OLTs with “wire-speed” to AGGN on limited distance due to:
· Maturity of 10G (SFP+) technology
· Marginal price for best technological solution (reach of 100 Km) due to mass economy of this type of interface
· Possible 100% line utilization on AAN access interfaces
There is no same logic for the communication between AGGN and ISPCN core network, as distances are longer and multiplexing data traffic into one or more high speed channels (wavelengths) is implemented in order to use as few optical fibres as possible. Amount of traffic is different at this layer due to several reasons:
· Limited broadcast and multicast domains
· Multicast (IPTV traffic) not replicated over several users, but using one traffic stream toward multiple end users instead between ISPCN and AGGN devices
Optimization in this segment is of critical importance for bringing network design to a real-life scenario.
2.2.3 [bookmark: _Toc504620836]TRANSPORT NETWORK
Under normal circumstances each network is designed in the way that mature, widely used and economically available technologies and capacities are used. If transportation system should be planned for expected level, we come to the next technological realities and limitations:
· If 10G interfaces are primary choice for aggregating all OLTs to AGGN (client aggregation), only logical choice for uplink are next level type interfaces: 40G and 100G. 
· Another advantage for 10G interfaces is its long-haul capacities reaching 100 km as well as I-Temp support today.
· 40G technology is intended for datacentre server aggregation and this is the reason it’s not widely used for geographical long-haul connections: its maximal reach in today’s technology is 40Km and no I-Temp optics are currently available, what makes it not usable for our design
· Decreasing number of (active) AGGN nodes due to network optimization for lowering operating expenses on the other hand adds to less but high density network nodes requiring higher uplink capacities
· It becomes clear that the only possible solution for high-speed connection from AGGN nodes to core network is 100G technology
100G implementation using cheaper 100G technology today has its advantages and drawbacks. The advantages are:
· It’s a »natural« way of increasing 10G capabilities with substantial capacity rise
· 100G coming in QSFP28 form have almost the same distance capabilities as 10G modules
· QSFP28 modules are available already today and also »acceptable« from price/performance point of view for certain applications
The disadvantages of cheaper 100G technology are:
· Cheaper 100G technology implementations does support long distances but much more prone to transmission lines quality then 10G interfaces
· Cheaper 100G technology effective range decreases due to higher sensitivity to transmission lines quality
· If a network must extend beyond 80 Km, we encounter a huge price/performance change showing in significantly increased price of such solutions, which support longer distance 100G implementations
· In case of using commercially available and affordable short-range DWDM systems (up to 80 Km), we must face other technological limitations which result in need for additional active equipment and higher level of planning attention of design possible only in case of having real information about optical line
· There is also a higher quality long haul (long distance) 100G solutions available, which take into account coherent 100G technology, where price is the main disadvantage.


2.2.4 [bookmark: _Toc504620837]NETWORK TOPOLOGY
Lack of predefined network topology is a problem when preparing this proposal. Possible locations of network nodes are proposed (LJ, PO, CE, KR, NM, MB, Opatija, Istra (W) and Istra-Rijeka (E) – precise location can change. There will be a need to lease transmission lines between AGGNs and ISPCNs from well-known operators (Telekom, DARS, Stelkom), however transmission lines parameters of any operator are not known in advance. 
Figure 2 below is providing the approximate location for AGGNs and ISPCNs and indicates approximate locations where optical fibers will be leased. The links in the figure are physical links between devices and/or locations.
[image: ]
[bookmark: _Toc504620851]Figure 2: Network topology - AGGN and ISPCN nodes
Proposed solution is based on most logical assumptions and considering all necessary precautions when dealing with optical transmission lines lengths and quality. 
Another asumption is that newly deployed optical fiber cables will meet the highest standards for  technical specifications allowing us to use long-haul »grey« or DWDM optics in »dark-fibre« scenarios. Figure 3 is very similar to Figure 2, but it is focusing on the logical connectivity between devices and/or locations.
[image: ]
[bookmark: _Toc504620852]Figure 3: Region RUNE-SI and RUNE-ADRIA


2.2.5 [bookmark: _Toc504620838]REDUNDANCY OF THE PROPOSED SYSTEM
There are different requests for redundancy, therefore solution should achieve redundancy with the following elements:
· Path redundancy
· Connection between all ISPCN nodes is done via two geographically independent fibre connections
· Connection between ISPCN and each AGGN node is done via two geographically independent fibre connections
· Connection between AGGN and each AAN node is done via two geographically independent fibre connections
· There is no path redundancy between AAN node and end-user CPE equipment
· Device redundancy
· There are redundant routing devices in ISPCN node
· There are redundant routing devices in AGGN node
· There is no redundant routing device (switch) in AAN node
· Routing engine redundancy
· Routing device in ISPCN node has redundant routing engine with unified ISSU
· Routing device in AGGN node has redundant routing engine with unified ISSU
· There is no redundant routing engine in AAN node
· Active device power redundancy
· Routing device in ISPCN node has redundant hot-swappable power supply
· Routing device in AGGN node has redundant hot-swappable power supply
· Routing device (switch) in AAN node has redundant power feeds 
· Active device cooling redundancy
· Routing devices in ISPCN and AGGN node have hot-swappable fans
· Routing device (switch) in AAN node has resilient multi-fan design for maintaining the system temperature with one fan failure
· UPS/power redundancy
· There are redundant power supply options in ISPCN and AGGN nodes
· Optical transmitter redundancy
· Datacentre redundancy
· Datacentre services needs to be redundant for every country. Datacentre infrastructure is proposed in both datacentres in Slovenia and in Croatia. 
Network resiliency is requested in any network layer.
· ITU G.8032 ERPS, RSTP and 802.3AD/802.1AX protocols are protocols between AAN and AGGR nodes
· ITU G.8032 ERPS, RSTP and 802.3AD/802.1AX protocols are protocols between AGGN and ISCPN nodes
· Service protection is requested within IP-MPLS network, two EVC or two LSPs are requested among two UNI interfaces
· MPLS FRR is requested within IP-MPLS network
Figure 4 is providing the complete view of the topology while showing different layers of operation and different levels of connection redundancy.
[image: ]
[bookmark: _Toc504620853]Figure 4: Basic Network Topology
2.2.6 [bookmark: _Toc504620839]ISPCN – CORE NODE 
Core Node or ISP Connection Node (ISPCN) will provide interconnection between all aggregation nodes (AGGN) and provide peering / upstream node where all IPS and Content providers will be connected to. ISPCN will provide interconnection between both networks as well. ISPCN will provide also Datacentre for NMS and other services. ISPCN will provide interconnection between RUNE-SI and RUNE-ADRIA networks.
There are four Core Node locations – two in Slovenia (ISPCN RUNE-SI WEST and ISPCN RUNE-SI EAST) and two in Croatia (ISPCN RUNE-ADRIA WEST and ISPCN RUNE-ADRIA EAST), each with redunant connection to other ISPCN. Every ISPCN node offers datacentre with high-availability architecture.
ISPCN core node needs to be built with a minimum of two separate Core Routing Devices (CD) to provide High Availability, each with at least 24 of 100GE and 12 of 10/40GE ports devices for Datacentre, where all NMS and/or OSS/BSS should be installed. Four Sattelite Devices (SD) with multiple 100GE connections to CD are needed. Each SD should have at least 48 of 10GE access ports.
Two SD devices with access ports will be needed for connecting Datacentre infrastructure to core network. Another two SD devices will be needed for ISP and content providers to connect to core network. Multiple 1 GE, 10 GE, 40 GE and 100 GE options will be available for connection.
All devices in ISPCN must operate as one logical unit with single management.
Datacentre will provide also other requested services, like DNS, DHCP, BNG, PPPoE, IPoE, L2TP, firewall, RADIUS, SDN, management and other necessary services. Next Generation Firewalls must be placed in the ISCPN node to protect those services. Security polices and firewall rules with advanced Next Generation features (IPS, application awarenes, anti-malware, DOS protection, …) should be put in place to protect servers hosting services in the ISPCN node and prevent the services from being compromised. Firewalls must have redundant power supply, perfomance of at least 3 Gbps on Next Generation features (IPS, application awarenes, anti-malware, DOS protection, …) and must be deployed in a high availability solution.
High Availability from AAN to ISPCN will be provided by L3 routing protocols, based on IGP protocols ISIS and OSPF with MPLS services signalled via BGP. Basic MPLS services will be E-VPN and NG-MVPN. For management and some other specific services will be used L3VPN as well. 
IPv4 and IPv6 must be supported through complete network, as well for all Wholesale services. Core and Aggregation network must also support PTP (Precisions Time Protocol). 
Figure 5 is showing the architecture of the ISPCN node including connectivity between different devices involved into the solution.
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[bookmark: _Toc504620854]Figure 5: ISPCN node
Each routing device must have redundant routing engine with unified ISSU and redundant power supply and be SDN ready. Routing engine of each routing device should be able to forward at least 4.8 Tbps of traffic passing through the device.
Figure 6 provides the physical and logical view of interconnection between ISPCN nodes.
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[bookmark: _Toc504620855]Figure 6: ISPCN node interconnect

2.2.6.1 ISPCN NODE RUNE-SI WEST -  TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	CORE NETWORK EQUIPMENT:
Core network EDGE routers
2 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 24 X 100G, 12 X 40G)

	2

	2.
	CORE NETWORK EQUIPMENT:
Core network EDGE extension and aggregation switches (ISP/CONTENT PROVIDER and DATACENTRE SIDE)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	4

	3.
	CORE NETWORK MANAGEMENT EQUIPMENT:
Core network management switches (MANAGEMENT SIDE)
48 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply
Stack support

	2

	4.
	CORE NETWORK EQUIPMENT:
CORE NETWORK PROTECTION
Core network security protection firewalls
12 X 1G UTP
4 X 10G SFP+ ports
1 X Management port
3 Gb/s capacity 
NGFW features
2 X PS

	1

	5.
	CORE NETWORK EQUIPMENT:
MANAGEMENT AGGREGATION PROTECTION
Core network security protection firewalls (BORDER DEVICES)
6 X 1G UTP
1 X Management port
2 Gb/s SSL VPN capacity 
NGFW features

	1

	6.
	CORE NETWORK MANAGEMENT EQUIPMENT:
CORE network management VPN routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X Power Supply

	2

	7.
	CORE NETWORK EQUIPMENT:
CORE NETWORK MANAGEMENT SERVERS
Management servers 
2 X CPU
2 X PS
2 X (2 X 10G)
60 TByte RAID 5 storage
All Windows licenses included
All VMware licenses included

	1

	8.
	CORE NETWORK EQUIPMENT:
NTP SERVERS
NTP GPS based servers

	1

	9.
	CORE NETWORK MANAGEMENT APPLICATION:
SOFTWARE SUITE FOR MANAGING ALL AGGN AND CORE DEVICES
One-point provisioning for all L2/L3 network devices providing fully automated network management

	1

	10.
	CORE ACCESORIES:
CORE NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES:
UTP cable sets
AOC/DAC cable sets
Optical transceivers included
230V UPS with at least 12h autonomy, 3-phase, 15 KVA, 46 RU height

SUM of ISPCN power: 10 KW
Active equipment ISPCN: 38 RU height

	1


Table 1: ISPCN NODE RUNE-SI WEST
2.2.6.2 ISPCN NODE RUNE-SI EAST -  TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	CORE NETWORK EQUIPMENT:
Core network EDGE routers
2 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 24 X 100G, 12 X 40G)

	2

	2.
	CORE NETWORK EQUIPMENT:
Core network EDGE extension and aggregation switches (ISP/CONTENT PROVIDER and DATACENTRE SIDE)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	4

	3.
	CORE NETWORK MANAGEMENT EQUIPMENT:
Core network management switches (MANAGEMENT SIDE)
48 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply
Stack support

	2

	4.
	CORE NETWORK EQUIPMENT:
CORE NETWORK PROTECTION
Core network security protection firewalls
12 X 1G UTP
4 X 10G SFP+ ports
1 X Management port
3 Gb/s capacity 
NGFW features
2 X PS

	1

	5.
	CORE NETWORK EQUIPMENT:
MANAGEMENT AGGREGATION PROTECTION
Core network security protection firewalls (BORDER DEVICES)
6 X 1G UTP
1 X Management port
2 Gb/s SSL VPN capacity 
NGFW features

	1

	6.
	CORE NETWORK MANAGEMENT EQUIPMENT:
CORE network management VPN routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X Power Supply

	2

	7.
	CORE NETWORK EQUIPMENT:
CORE NETWORK MANAGEMENT SERVERS
Management servers 
2 X CPU
2 X PS
2 X (2 X 10G)
60 TByte RAID 5 storage
All Windows licenses included
All VMware licenses included

	1

	8.
	CORE NETWORK EQUIPMENT:
NTP SERVERS
NTP GPS based servers

	1

	9.
	CORE ACCESORIES:
CORE NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES:
UTP cable sets
AOC/DAC cable sets
Optical transceivers included
230V UPS with at least 12h autonomy
3-phase, 15 KVA, 46 RU height

SUM of ISPCN power: 10 KW
Active equipment ISPCN: 38 RU height

	1


Table 2: ISPCN NODE RUNE-SI EAST
2.2.6.3 ISPCN NODE RUNE-ADRIA WEST -  TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	CORE NETWORK EQUIPMENT:
Core network EDGE routers
2 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 24 X 100G, 12 X 40G)

	2

	2.
	CORE NETWORK EQUIPMENT:
Core network EDGE extension and aggregation switches (ISP/CONTENT PROVIDER and DATACENTRE SIDE)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	4

	3.
	CORE NETWORK MANAGEMENT EQUIPMENT:
Core network management switches (MANAGEMENT SIDE)
48 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply
Stack support

	2

	4.
	CORE NETWORK EQUIPMENT:
CORE NETWORK PROTECTION
Core network security protection firewalls
12 X 1G UTP
4 X 10G SFP+ ports
1 X Management port
3 Gb/s capacity 
NGFW features
2 X PS

	1

	5.
	CORE NETWORK EQUIPMENT:
MANAGEMENT AGGREGATION PROTECTION
Core network security protection firewalls (BORDER DEVICES)
6 X 1G UTP
1 X Management port
2 Gb/s SSL VPN capacity 
NGFW features

	1

	6.
	CORE NETWORK MANAGEMENT EQUIPMENT:
CORE network management VPN routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X Power Supply

	2

	7.
	CORE NETWORK EQUIPMENT:
CORE NETWORK MANAGEMENT SERVERS
Management servers 
2 X CPU
2 X PS
2 X (2 X 10G)
60 TByte RAID 5 storage
All Windows licenses included
All VMware licenses included

	1

	8.
	CORE NETWORK EQUIPMENT:
NTP SERVERS
NTP GPS based servers

	1

	9.
	CORE ACCESORIES:
CORE NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES:
UTP cable sets
AOC/DAC cable sets
Optical transceivers included
230V UPS with at least 12h autonomy, 3-phase, 15 KVA, 46 RU height

SUM of ISPCN power: 10 KW
Active equipment ISPCN: 40 RU height

	1


Table 3: ISPCN NODE RUNE-ADRIA WEST
2.2.6.4 ISPCN NODE RUNE-ADRIA EAST -  TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	CORE NETWORK EQUIPMENT:
Core network EDGE routers
2 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 24 X 100G, 12 X 40G)

	2

	2.
	CORE NETWORK EQUIPMENT:
Core network EDGE extension and aggregation switches (ISP/CONTENT PROVIDER and DATACENTRE SIDE)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	4

	3.
	CORE NETWORK MANAGEMENT EQUIPMENT:
Core network management switches (MANAGEMENT SIDE)
48 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply
Stack support

	2

	4.
	CORE NETWORK EQUIPMENT:
CORE NETWORK PROTECTION
Core network security protection firewalls
12 X 1G UTP
4 X 10G SFP+ ports
1 X Management port
3 Gb/s capacity 
NGFW features
2 X PS

	1

	5.
	CORE NETWORK EQUIPMENT:
MANAGEMENT AGGREGATION PROTECTION
Core network security protection firewalls (BORDER DEVICES)
6 X 1G UTP
1 X Management port
2 Gb/s SSL VPN capacity 
NGFW features

	1

	6.
	CORE NETWORK EQUIPMENT:
CORE NETWORK PROTECTION AND MANAGEMENT AGGREAGTION
Core network security protection firewalls (BORDER DEVICES)
4 X 1G UTP
4 X 10G SFP+ ports
1 X Management port
1.5 Gb/s capacity 
SSL VPN
2 X PS

	1

	7.
	CORE NETWORK MANAGEMENT EQUIPMENT:
CORE network management VPN routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X Power Supply

	2

	8.
	CORE NETWORK EQUIPMENT:
CORE NETWORK MANAGEMENT SERVERS
Management servers 
2 X CPU
2 X PS
2 X (2 X 10G)
60 TByte RAID 5 storage
All Windows licenses included
All VMware licenses included

	1

	9.
	CORE NETWORK EQUIPMENT:
NTP SERVERS
NTP GPS based servers

	1

	10.
	CORE ACCESORIES:
CORE NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES:
UTP cable sets
AOC/DAC cable sets
Optical transceivers included
230V UPS with at least 12h autonomy, 3-phase, 15 KVA, 46 RU height

SUM of ISPCN power: 10 KW
Active equipment ISPCN: 40 RU height

	1


Table 4: ISPCN NODE RUNE-ADRIA EAST
2.2.7 [bookmark: _Toc504620840]AGGN NODE 
For RUNE-SI we split Slovenia to 5 regions, which can cover connections to all AANs in Slovenia. For RUNE-ADRIA we split part of Croatia to 2 regions, which can cover connections to all AANs in Croatia. 
To achieve the appropriate aggregation of AANs we plan to use routers with 802.1BR within each Aggregation Node (AGGN). Each AGGN node must be built with two Aggregation Devices (AD) in the center of region and four to five Satellite Devices (SD) (four within Slovenian AGGNs and five within Croatian AGGNs) within the same AGGN location. AD and SD are connected with multiple 100Gbps connections. So, each SD needs to have minimum of two upstream 100GE interface which will be connected to two ADs in the central site of region. All upstream links on SD must be active. Each SD should have at least 48x 10GE access ports, per AGGN node there should be at least 160x 10GE access ports (RUNE-SI) and at least 220x 10GE access ports (RUNE-ADRIA). All devices in AGGN must be seen as one logical unit with single management. AGGN devices need to have redundant routing engine – redundant control plane with unified ISSU and redundant power supply and be SDN ready. 
All AGGN devices need to support IGP protocols (ISIS and OSPF) and all necessary MPLS services:  L3VPN, VPLS, E-VPN and NG-MVPNs and all L2 and OAM services.  
Due to the lack of rack space a high density of 100GE ports is required, preferrable at least 12x 100GE ports per slot.
Independent management connection to every device within AGGN node is planned in-band via switches and mobile routers with backup 2G/3G/4G connections. Secure out-of-the-band connection via VPN to the management system is strictly required. 
Figure 7 shows the connectivity between AGG and SD devices, where each SD device is connecteed to at least two different AGG devices for the purpose of redundancy.

[image: ]
[bookmark: _Toc504620856]Figure 7: AGGN node interconnect (AD and SD devices) 
Aggregation node capacity (routing, switching) must be scalable, node capacity upgrade (adding new devices, ports, slots or optical connections into existing node) should be possible without need to interrupt services for existing connections.
Aggregation node capacity should be at minimum 4,8 Tb/s as capacity should not be undersized due to the number of ports to the AAN nodes. Aggregation node needs to be able to handle all traffic that arrives to the node. Undersized design of the aggregation nodes could impact the performance and reliability.
Figure 8 is summarizing the throughput of the AGGN nodes.
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[bookmark: _Toc504620857]Figure 8: AGGN node throughput
NOTE: proposed network solution is dealing with the predicted, really needed or potentially needed network connections in the first phase as well as total lifetime of project. While there are all possible reasons in order to optimize final network design from connections point of view and to design the uplink capabilities to final numbers, this same logic is not appliable to network AGGN node and core network equipment (L2/L3 devices). AGGN nodes and core network devices must be well choosen and future proof from very beginning. Wrong choice of equipment at this stage means a need of total replacement of equipment from:
· CAPACITY of handling all network traffic point of view
· REDUNDANCY point of view
· CONNECTIVITY point of view
2.2.7.1 AGGN NODE POSTOJNA – TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	AGGN NODE NETWORK EQUIPMENT:
AGGN network EDGE routers
1 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 12 X 100G, 12 X 40G)

	2

	2.
	AGGN NETWORK EQUIPMENT:
AGGN network EDGE extension and AAN aggregation switches (SD)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	4

	3.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management switches (MANAGEMENT SIDE)
24 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply

	1

	4.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN to AAN network management switches (MANAGEMENT SIDE)
24 X 1G SFP ports
4 X 10G SFP+ ports
2 X Power Supply

	1

	5.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management LTE routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X LTE WAN (upgradable up to 4 LTE WAN ports)
1 X Power Supply

	1

	6.
	ACCESORIES:
AGGN NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES 
UTP cable sets
AOC/DAC cable sets
Optical transceivers included
230V UPS with at least 12h autonomy, 3-phase, 10 kVA, 46 RU height

SUM of AGGN power: 6 KW
Active equipment AGGN: 18 RU height

	1


2.2.7.2 AGGN NODE KRANJ – TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	AGGN NODE NETWORK EQUIPMENT:
AGGN network EDGE routers
1 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 12 X 100G, 12 X 40G)

	2

	2.
	AGGN NETWORK EQUIPMENT:
AGGN network EDGE extension and AAN aggregation switches (SD)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	4

	3.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management switches (MANAGEMENT SIDE)
24 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply

	1

	4.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN to AAN network management switches (MANAGEMENT SIDE)
24 X 1G SFP ports
4 X 10G SFP+ ports
2 X Power Supply

	1

	5.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management LTE routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X LTE WAN (upgradable up to 4 LTE WAN ports)
1 X Power Supply

	1

	6.
	ACCESORIES:
AGGN NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES 
UTP cable sets
AOC/DAC cable sets 
Optical transceivers included
230V UPS with at least 12h autonomy, 3-phase, 10 kVA, 46 RU height

SUM of AGGN power: 6 KW
Active equipment AGGN: 18 RU height

	1


2.2.7.3 AGGN NODE NOVO MESTO – TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	AGGN NODE NETWORK EQUIPMENT:
AGGN network EDGE routers
1 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 12 X 100G, 12 X 40G)

	2

	2.
	AGGN NETWORK EQUIPMENT:
AGGN network EDGE extension and AAN aggregation switches (SD)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	4

	3.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management switches (MANAGEMENT SIDE)
24 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply

	1

	4.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN to AAN network management switches (MANAGEMENT SIDE)
24 X 1G SFP ports
4 X 10G SFP+ ports
2 X Power Supply

	1

	5.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management LTE routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X LTE WAN (upgradable up to 4 LTE WAN ports)
1 X Power Supply

	1

	6.
	ACCESORIES:
AGGN NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES 
UTP cable sets
AOC/DAC cable sets
Optical transceivers included
230V UPS with at least 12h autonomy, 3-phase, 10 kVA, 46 RU height

SUM of AGGN power: 6 KW
Active equipment AGGN: 18 RU height

	1


2.2.7.4 AGGN NODE CELJE – TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	AGGN NODE NETWORK EQUIPMENT:
AGGN network EDGE routers
1 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 12 X 100G, 12 X 40G)

	2

	2.
	AGGN NETWORK EQUIPMENT:
AGGN network EDGE extension and AAN aggregation switches (SD)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	4

	3.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management switches (MANAGEMENT SIDE)
24 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply

	1

	4.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN to AAN network management switches (MANAGEMENT SIDE)
24 X 1G SFP ports
4 X 10G SFP+ ports
2 X Power Supply

	1

	5.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management LTE routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X LTE WAN (upgradable up to 4 LTE WAN ports)
1 X Power Supply

	1

	6.
	ACCESORIES:
AGGN NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES 
UTP cable sets
AOC/DAC cable sets
Optical transceivers included
230V UPS with at least 12h autonomy, 3-phase, 10 kVA, 46 RU height

SUM of AGGN power: 6 KW
Active equipment AGGN: 18 RU height

	1


2.2.7.5 AGGN NODE MARIBOR – TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	AGGN NODE NETWORK EQUIPMENT:
AGGN network EDGE routers
1 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 12 X 100G, 12 X 40G)

	2

	2.
	AGGN NETWORK EQUIPMENT:
AGGN network EDGE extension and AAN aggregation switches (SD)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	4

	3.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management switches (MANAGEMENT SIDE)
24 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply

	1

	4.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN to AAN network management switches (MANAGEMENT SIDE)
24 X 1G SFP ports
4 X 10G SFP+ ports
2 X Power Supply

	1

	5.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management LTE routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X LTE WAN (upgradable up to 4 LTE WAN ports)
1 X Power Supply

	1

	6.
	ACCESORIES:
AGGN NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES 
UTP cable sets
AOC/DAC cable sets
Optical transceivers included
230V UPS with at least 12h autonomy, 3-phase, 10 kVA, 46 RU height

SUM of AGGN power: 6 KW
Active equipment AGGN: 18 RU height

	1


2.2.7.6 AGGN NODE CRO WEST – TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	AGGN NODE NETWORK EQUIPMENT:
AGGN network EDGE routers
2 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 24 X 100G, 12 X 40G)

	2

	2.
	AGGN NETWORK EQUIPMENT:
AGGN network EDGE extension and AAN aggregation switches (SD)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	5

	3.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management switches (MANAGEMENT SIDE)
24 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply

	1

	4.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN to AAN network management switches (MANAGEMENT SIDE)
48 X 1G SFP ports
4 X 10G SFP+ ports
2 X Power Supply

	1

	5.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management LTE routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X LTE WAN (upgradable up to 4 LTE WAN ports)
1 X Power Supply

	1

	6.
	ACCESORIES:
AGGN NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES 
UTP cable sets
AOC/DAC cable sets
Optical transceivers included
230V UPS with at least 12h autonomy, 3-phase, 10 kVA, 46 RU height

SUM of AGGN power: 6 KW
Active equipment AGGN: 19 RU height

	1


2.2.7.7 AGGN NODE CRO EAST – TABLE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	AGGN NODE NETWORK EQUIPMENT:
AGGN network EDGE routers
2 X 12 100G QSFP28 ports
2 X 6 40G QSFP ports
2 X Routing Engine, 2 X Power Supply
4.8 Tb/s capacity
(SUM: 24 X 100G, 12 X 40G)

	2

	2.
	AGGN NETWORK EQUIPMENT:
AGGN network EDGE extension and AAN aggregation switches (SD)
48 X 10G SFP+ ports
4 X 100G QSFP28 ports
1 X Switching Engine, 2 X Power Supply

	5

	3.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management switches (MANAGEMENT SIDE)
24 X 1G PoE
4 X 10G SFP+ ports
2 X Power Supply

	1

	4.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN to AAN network management switches (MANAGEMENT SIDE)
48 X 1G SFP ports
4 X 10G SFP+ ports
2 X Power Supply

	1

	5.
	AGGN NETWORK MANAGEMENT EQUIPMENT:
AGGN network management LTE routers (MANAGEMENT SIDE)
8 X SFP GE ports
8 X 10/100/1000 RJ-45 ports
2 X LTE WAN (upgradable up to 4 LTE WAN ports)
1 X Power Supply

	1

	6.
	ACCESORIES:
AGGN NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES
UTP cable sets
AOC/DAC cable sets
Optical transceivers included
230V UPS with at least 12h autonomy, 3-phase, 10 kVA, 46 RU height

SUM of AGGN power: 6 KW
Active equipment AGGN: 19 RU height

	1




2.2.8 [bookmark: _Toc504620841]AAN NODE
Access – Active Access Node presents OLT device which should have 2 upstream (10GE or 40GE/100GE) ports and 16 or less downstream ports – PON ports depend of type of PON device. 
In case of RUNE project customer want to focus to the ITU-T standard PON technology - GPON (ITU-T G.984) and XGS-PON (ITU G.9807.1, 2016).
AAN node should have dual-homed connection towards 2 access ports in 2 different locations of AGGN device. GPON OLT device need to have two (2) 10GE ports, XGS-PON OLT device should have two (2) 40GE ports or 100GE ports as an upgrade option.
AAN need to support all major L2 features including QinQ, IGMPv2 and IGMPv3, MAC Bridges, DHCP Relay Agent and service classification based per port , S-VLAN-ID, C-VLAN-ID and p-bit.
Figure 9 shows the connectivity diagram of the AAN node and typisal upstream connection speeds available today (100G speed is available as an upgrade in the future).
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[bookmark: _Toc504620858]Figure 9: AAN node interconnect
2.2.8.1 AAN NODE
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	AAN NETWORK EQUIPMENT:
AAN-AGGN network management L2/L3 device (MANAGEMENT SIDE)
2 X SFP GE ports
6 X 10/100/1000 RJ-45 ports
1 X Power Supply
Fanless (no rotating parts for cooling)

	120

	2.
	ACCESORIES:
AGGN NETWORK ACCESSORIES, CABLES AND OTHER CONSUMABLES
UTP cable sets
Optical transceivers included
230V UPS with at least 12h autonomy, 1-phase, 3 KVA, 28 RU height

SUM of AAN power: 690 W
Active equipment AGGN: 7 RU height

	120



Figure 10 provides the view of logical conectivity from end user to ISPCN node. 
[image: ]
[bookmark: _Toc504620859]Figure 10: Logical Vertical Network Topology


2.2.9 [bookmark: _Toc504620842]OPTICAL TRANSPORT SYSTEM 
2.2.9.1 OPTICAL TRANSPORT SYSTEM BETWEEN AGGN AND ISPCN NODES
Optical transport system should be carefully designed with low-level design. At least two independent leased fibre connections between AGGN and ISPCN nodes are planned at the first stage. Proposed solution is to use optical transponders with additional amplifiers and CFP2 DWDM 100 Gbit/s modules for optical transport as it can only enable long-haul connectivity on leased optical fibre. Interconnection between all ISPCN nodes (2x in Slovenia and 2x in Croatia) will take the same solution.
On a long term with 100G technology improvement and price drop it would be possible to use direct »grey« optics or DWDM interfaces for direct connections of AGGN nodes to core networks. This presumption in based on the following:
· 100G interfaces will became mature technology, widely used and also with better capabilities then today
· RUNE Company will deploy during project a major quantity of own optical high-quality fibres allowing solution providers to take maximum advantage of its technical capabilities with most recent 100G interfaces of moderate price. In this way network capabilities will be increased reasonably and upon real utilization request.
Optical transport system should meet following requests:
· Initial 2 X 200 Gb/s capacity between AGGN and ISPCN at the network set-up
· Possible upgrade to 2 X 400 Gb/s, 4 X 200 Gb/s or more without new passive optical elements (all optical filters already installed). Upgrade without existing service interruption.
· Long Haul DWDM system is providing primary interconnections between AGGNs and ISPCNs at the distance of 100 to 150 km
· Long Haul DWDM system is able to deliver at least 2 X 200 Gb/s per zone (7 zones = 7 DWDM systems), with upgrade option to at least 4 X 200 Gb/s
· Long Haul DWDM system interconnecting Slovenian and Croatian ISPCN core networks (4 DWDM systems) at the distance of 150 km to 200 km
· Support for 40 DWDM channels MUX/DEMUX with channel spacing ITU 50GHz Grid must be provided
Within the AGGN and ISPCN nodes interconnections will be implemented using AOC cables or short-range QSFP28 100 Gbit/s modules.


2.2.9.2 OPTICAL TRANSPORT SYSTEM BETWEEN AAN AND AGGN NODES
Connection between AGGN and beyond towards AAN will take private optical fiber network. Grey SFP+ or QSPF28 40 Gbit/s and 100 Gbit/s will be used in this case.
WDM multiplexing is possible, which minimizes number of needed fibres although there will be enough optical fibers available at every location.
Figure 11 is showing the way in which WDM multiplexing can be used.
[image: ]
[bookmark: _Toc504620860]Figure 11: WDM system
CWDM enables up to 18 channels with wavelengths between 1270nm and 1610nm via Dual Fibre CWDM Mux Demux, but only 8 upper channels are feasible of communicating on long distances.
With typical insertion loss of 3 dB (8channel filter) and 28 dB power budget of 10G CWDM SFP+ optical transceiver maximum distance of passive CWDM can be about 80km.
DWDM enables 40 or 80 channels and can go up to 96 channels with wavelengths between 1530nm and 1625nm. Amplification enables transmition of data over longer distances. Power requirements for DWDM system are higher due to the technology itself. Depending on the DWDM technology used power budget (PB), chromatic dispersion (CD) and polarized mode dispersion (PMD) can be a limitation on longer distances. Channel spacing in DWDM is narrower than on CWDM technology and solutions must include proper design in order to provide working conditions for all the channels in the system. 
With typical insertion loss of 3.5 dB (40channel filter) and 28 dB power budget of 10G DWDM SFP+ optical transceiver maximum distance of passive DWDM can be about 60km.
Advantage of designing the system with grey-SFP’s is predictability of the solution at the moment, as low-level network planning is needed to set-up DWDM/WDM fibre systems.
Figure 12 is showing the links between AGGNs and ISPCNs where DWDM solution will be required capacity.
[image: ]
[bookmark: _Toc504620861]Figure 12: DWDM topology, each red color link has capacity of 200GE (upgradeable to 400GE)
Optical network controller should be possible to be used as a standalone NMS system or as a “domain controller” inside a full SDN architecture.
Network management system of optical transport system should have the following functionalities and capabilities:
· Alarm surveillance
· Geographical view of the nodes and view of network elements
· Management of connections (Path set-up and routing)
· Performance Monitoring
· Logs
Following standardized interfaces for SDN the architecture should be supporting:
· Southbound interface:
· RESTconf with ONF Yang model for management of the devices
· Northbound interface:
· RESTconf with ONF T-API (Transport API)
	
	EQUIPMENT/SERVICE
	Quantity

	1.
	DWDM PTP SYSTEMS
Long Haul DWDM system 2 X 200G or 4x 100G
Hardware upgradable to 4x 200G or 8x 100G
200 Km reach
4 X QSFP28 LAN side
2 X CFP WAN side
40-channel MUX/DEMUX filter
1 X management port
Management software included
Optical transceivers included
800 Gb/s capacity
	18 pairs



2.2.10 [bookmark: _Toc504620843]MANAGEMENT SYSTEM 
Network Management platform(s) must work with management applications to simplify and automate configuration and management of optical transport devices as well as core and aggregation network’s switching and routing devices. As part of whole system the platform provides fault, configuration, accounting, performance, and security management capability, support for new devices and new software releases, a task-specific user interface, and northbound APIs for integration with other network management systems (NMS) or operations/business support systems (OSS/BSS).
Network management platform allows network operations, reduces complexity, and enable new applications and services to be brought to system quickly, through multi-layered network abstractions, operator-centric automation schemes, and a simple point-and-click user interface.
Other features are unified approach to manage a core and aggregation network infrastructure and design and deploy new services. Centralized management and orchestration of network devices and services need to be brought through a unified display for real-time visibility.
Network Management platform has ability to extend to third parties through RESTful APIs. Its functionalities have to be accessed through a GUI that uses workflows per-user and progressive disclosure to enable operator-centric and scope-specific visibility and control. Its ability must support and cover the most important transport network capabilities:
· Design, provisioning, activation, and validation of RSVP-signalled label-switched paths (LSPs), 
· Design, provisioning, activation, and validation of L2/L3 VPNs across MPLS and Carrier Ethernet networks
· Design and provisioning of quality-of-service (QoS) profiles for services
· Service troubleshooting, service statistics, and performance measurement using the ITU Y.1731 specification
· Chassis views for configuration and services monitoring 
· RESTful-based API should allow network providers to completely automate service provisioning and effectively position their networks for future SDN and Network Functions Virtualization (NFV) architectures
All network elements and subsystems must be fully manageable and supervised via central single-point allowing also for transparent monitoring and alerting.
All management systems must be fully redundant across the entire network including Slovenian and Croatian part.
2.2.11 [bookmark: _Toc504620844]NETWORK MANAGEMENT SYSTEM FEATURES
Network management system should provide following features for automated end-to-end connectivity:
· Auto-discovery of network devices
· Automated MPLS and network resource management by using predefined network signatures that help with MPLS role and VLAN ID pools assignment. 
· Service designers can customize a carrier’s predefined service offering designs and E-LINE and ELAN-VPLS services
· Multi-homing of VPLS connected customer sites to multiple PE routers
· Simple provisioning enables operators to easily select the endpoints for activating a customer VPN, which removes all possible manual configuration errors
· Configuration pre- and post-validation and operational validation
· Performance monitoring provides early warning about network problems and allows service providers to meet SLA
· OSS / BSS integration offers REST API for northbound OSS/BSS to achieve platform extensibility, multivendor support and service orchestration.
2.2.12 [bookmark: _Toc504620845]MANAGEMENT NETWORK OF ISPCN NODE
Redundant in-band and out-of-band management connection to any device in the designed AGGN and CORE network is required. Secure connections for authorized administrators from the public Internet need to be terminated on Next Generation Firewall with IPSec / SSL capabilities. Next Generation Firewall for remote access is installed in every ISPCN node. Routing protocols enable availability of any network resource inside AAN, AAGN and ISPCN nodes.
Two “VPN” redundant routers are installed in every ISPCN node for enabling secure connectivity between ISPCN management networks and AGGN management networks. Two redundant logical connections should be available between ISPCN and AGGN management networks, one via private optical network and another via public Internet.
Out-of-band L2/L3 gigabit switch is needed to connect to any management port of network devices inside the nodes. Also PoE capabilities are needed to power video surveillance devices and any other PoE powered device.
Figure 13 is providing the topology of the management solution in the ISPCN nodes.
[image: ]MGMT network

[bookmark: _Toc504620862]Figure 13: Management network ISPCN node



2.2.13 [bookmark: _Toc504620846]MANAGEMENT NETWORK OF AGGN AND AAN NODE
A VPN router is set-up in every AGGN node for enabling secure connectivity between ISPCN management networks and AGGN management networks. Two redundant logical connections should be available between ISPCN and AGGN management networks, one via private optical network and redundant via LTE cellular network.
Out-of-band L2/L3 gigabit switch is needed to connect to any management port of network devices inside the nodes. Also PoE capabilities are needed to power video surveillance devices and any other PoE powered device.
Another L2/L3 gigabit switch is needed to connect all AAN management devices in the same zone via gigabit optical link.
L2/L3 device is requested on each AAN with optical gigabit uplink to AAGN node.
Figure 14 is providing the topology of the management solution in the AGGN and AAN nodes.
[image: ]MGMT network

[bookmark: _Toc504620863]Figure 14: Management network AGGN and AAN nodes


2.2.14 [bookmark: _Toc504620847]END-USER ACCESS MANAGEMENT
An end-user access environment includes various components – end-user access technologies and authentication protocols.
The end-user access technologies include DHCP, DNS server and authentication, authorization, and accounting (AAA) protocols, offered by the RADIUS server. End-user policy enforcement must be applied.
DHCP and DNS service in optical access networks provide IP address configuration and service provisioning.
Single point of DHCP service control should be in a datacentre. Address assignment pools are defined, from which to allocate end-user addresses. Dynamic address assignment and static address assignment of IP addresses from pre-defined address assignment pools is possible. 
Above mentioned services are necessary to enable RUNE offered captive portal.
Captive portal is a web page, where end-user is given different infrastructure status information. Captive portal offers end-user the choice between different service and content providers.
End-user access management services need to be integrated with the database of existing end-user subscriptions. Integration into Operational Support Systems (OSS) and Business Support Systems (BSS) has to be done as well.




3. [bookmark: _Toc504620848]PROJECT SCHEDULE
Project schedule is already foreseen for 7 years’ time period. 
Bidder must be aware about unknown project dynamics and must therefore plan for all project expenses, resources and schedule according to such wide time frame window activities.
Detailed project schedules will be planned on real basis in cooperation with customer. 


4. [bookmark: _Toc504620849]ADDENDA
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Product Overview


As network operators prepare 


for digital cohesion as a way 


to augment user experience, 


they need a high-performance 


edge solution that helps them 


achieve their business goals while 


effectively handling current and 


future traffic demands. 


The MX10003 is a cloud-grade 


edge router offering ultra-high 


density and performance in a 


space- and power-optimized form 


factor, enabling the profitable 


delivery of a broad range of 


business, residential, mobile, 


cable, data center, and cloud 


services—all while seamlessly 


supporting traditional and 


emerging network architectures.


 


Product Description 
Service providers and cloud operators are making infrastructure investments today 


that pave the way for digital cohesion as a means of enhancing the user experience. At 


the same time, these providers and operators are building out their networks to ensure 


performance, efficiency, and agility at cloud-era scale. In order to achieve these business 


goals and succeed in their respective hyper-competitive markets, service providers and 


cloud operators need software-centric edge solutions that address current demand while 


offering investment protecting evolution to emerging technologies and growth.


Realizing this edge vision requires service-oriented edge platforms with the density and 


throughput needed to accommodate traffic growth driven by ubiquitous video content 


and media-rich business services, as well as the anticipated traffic growth generated by 


emerging technology trends like Internet of Things, connected vehicles, and smart cities. 


Juniper Networks® MX10003 3D Universal Edge Router is a cloud-grade platform that 


cost-effectively addresses the evolutionary edge and metro Ethernet needs of service 


providers, mobile, web-scale operators, and multiple-service operators (MSOs) with ultra-


high-density 10GbE, 40GbE, and 100GbE connectivity in a space- and power-optimized 


package. Delivering 4.8 Tbps of throughput in just three rack units (3 U), the MX10003 


delivers unmatched edge router density and performance while consuming just 0.8 W/Gb 


of throughput. 


The MX10003 is powered by the same programmable Junos Trio chipset and Juniper 


Networks Junos® operating system that powers the entire MX Series 3D Universal 


Edge Routers portfolio, leveraging nearly two decades of Juniper R&D investments and 


innovations that have transformed the economics of networking. Key features include a 


comprehensive suite of advanced automation and telemetry capabilities that serve as 


the foundation for future self-driving networks, as well as line-rate 100GbE Media Access 


Control Security (MACsec) encryption and integrated advanced timing. 


By combining service centricity, high throughput, and density with space and power 


efficiency, the MX10003 helps network operators overcome the challenges of a hyper-


connected world and profitably deliver the widest variety of services and applications. 


MX10003 3D Universal
Edge Router



http://www.juniper.net
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Architecture and Key Components
Routing Engine


Dual redundant Routing Engines (REs) on the MX10003 run the 


Junos OS, where they manage all routing protocol processes, 


router interface control, and control plane functions such as 


chassis component, system management, and user access 


to the router. These processes run on top of a kernel that 


interacts with the Packet Forwarding Engine (PFE) on Modular 


Port Concentrators (MPCs) via dedicated high-bandwidth 


management channels, providing a clean separation of the 


control and forwarding planes. 


Modular Port Concentrators and Modular  
Interface Cards


Powered by the third-generation programmable Trio chipset, 


the MX10003 offers unprecedented bandwidth in a dense 


form factor. The MPCs provide broad routing, switching, inline 


services, subscriber management, and hierarchical quality of 


service (HQoS), among many other features. The MPCs also host 


Modular Interface Cards (MICs) that provide network connectivity 


and allow users to mix-and-match 100GbE, 40GbE, and 10GbE 


interfaces (using breakout cables) to flexibly and efficiently 


address their unique connectivity requirements. 


Power


The MX10003 power and thermal subsystems use advanced 


technology to optimize power efficiency without sacrificing scale 


or features. The power subsystem is highly resilient, allowing full 


power supply and power cable feed redundancy. 


Junos Operating System


Junos OS is a reliable, high-performance, modular network 


operating system that is supported across all of Juniper’s physical 


and virtual routing, switching, and security platforms, reducing 


the cost, complexity, and resources required to implement and 


maintain a Juniper-based network. With secure programming 


interfaces, the Juniper® Extension Toolkit (JET), versatile scripting 


support, and integration with popular orchestration frameworks, 


Junos OS offers flexible options for continuous delivery and 


DevOps-style management, helping service providers unlock 


more value from the network. 


For more details on Junos OS, please visit http://www.juniper.net/


us/en/products-services/nos/junos/.


Features and Benefits
Industry-Leading Port Density


The MX10003 is a full-featured single-chassis edge router that 


offers high density in a compact form factor (see Table 1). 


Table 1: MX10003 Maximum Line-Rate Port Density


Interface Per MPC Port 
Density


Per Chassis Port 
Density


10GbE 72 144


40GbE 18 36


100GbE 12 24


Unmatched Network Availability


A comprehensive set of hardware and software features enables 


the MX10003 to deliver the highest levels of network availability 


for a 3 U edge router. The MX10003 supports 1+1 control plane 


redundancy and N+1 power supply module redundancy. 


From a software standpoint, Junos OS runs each program 


independently in its own protected memory space, ensuring that 


individual processes do not interfere with one another. 


Excellent Power Design and Efficiency 


The MX10003 offers excellent power design and efficiency, 


consuming just 0.8 W/Gb to ensure proper chassis operation 


under all conditions—critical when considering next-generation 


network elements. The MX10003 monitors power and 


temperature for each chassis component and shuts down 


interfaces and components when power or temperature 


thresholds are exceeded. 


Junos Telemetry Interface


The programmable Junos Trio chipset provides the power to 


monitor and collect data at the component level. It uses the 


Junos Telemetry Interface to stream this data in a scalable 


manner to monitoring, analytics, and performance management 


applications, as well as to Path Computation Elements (PCEs) 


such as Juniper Networks NorthStar Controller. The derived 


telemetry information identifies current and trending congestion, 


resource utilization, traffic volume, latency, and delay, which helps 


service providers detect issues and make informed decisions on 


network design, optimization, and investment. 


Integrated Timing


MX Series routers support highly scalable and reliable hardware-


based timing that meets the strictest LTE requirements, 


including Synchronous Ethernet for frequency and the Precision 


Time Protocol (PTP) for frequency and phase synchronization. 


Synchronous Ethernet and PTP can be combined in a “hybrid” 


mode to achieve the highest level of frequency (10 ppb) and 


phase (<1.5 uS) accuracy required for LTE-Advanced, eliminating 


the need for external clocks. 



http://www.juniper.net/us/en/products-services/nos/junos/

http://www.juniper.net/us/en/products-services/nos/junos/
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Junos Fusion Provider Edge 


Junos Fusion Provider Edge enables MX Series routers to act as 


aggregation devices that provide cost-effective 1GbE support 


for Juniper Networks EX4300 Ethernet Switches and QFX5100 


data center switching platforms acting as satellite devices. All 


aggregation and satellite devices appear as a single, port-dense 


platform managed by a single IP address, significantly expanding 


the number of network interfaces supported by an MX Series 


router while keeping operations simple with full feature support. 


Junos Automation Toolkit 


The Junos Automation Toolkit, included in the Junos OS software, 


offers a suite of tools supported on all Juniper Networks switches, 


routers, and security devices. These tools leverage the native XML 


capabilities of Junos OS, including commit scripts, op scripts, 


event policies and scripts, and macros that help automate 


operational and configuration tasks. Automation saves time 


by performing repetitive operational and configuration tasks, 


speeding troubleshooting, and maximizing network uptime by 


warning operators of potential problems and automatically 


responding to system events.


Applications and Use Cases
Business Edge


The MX10003 offers the 10GbE and 100GbE interfaces that 


large enterprises need, as well as a comprehensive VPN 


toolkit to support feature-rich, standards-based, and secure 


internetworking for innovative business services. In addition to 


basic L2/L3 VPN and virtual private LAN service (VPLS) support, 


the MX10003 offers enhanced VPN services such as quality-of-


service (QoS)-prioritized VPN traffic for voice and video, L2 VPN 


internetworking to connect dissimilar L2 access networks, and 


rich IP/MPLS features to customize services and meet service 


level agreements (SLAs).


Metro Ethernet


The MX10003 provides outstanding support for metro and 


aggregation networks by offering a full suite of routing and 


switching features, allowing network operators to choose a 


deployment model that best suits their business and technical 


needs and goals. The MX10003 can be deployed as an IP/MPLS 


VPN edge router, VPLS router, MPLS label-switching router 


(LSR), or as a Layer 2 Ethernet switch or Layer 3 IP router. The 


MX10003 also supports an extensive set of Ethernet Operation, 


Administration, and Maintenance (OAM) features and is Metro 


Ethernet Forum (MEF) certified. 


Distributed Broadband Network Gateway


In a distributed broadband network gateway (BNG) architecture, 


the MX10003 serves as an ideal small-footprint BNG for 


deployment in central office and hub locations. The MX10003 


maintains BNG feature parity with the current MX Series routers, 


including high subscriber densities and HQoS support. 


Data Center 


The MX10003 can be deployed as a data center gateway router 


and for data center interconnection. With high-density 10GbE 


and 100GbE interfaces, and key features such as L2/L3 VPN, 


dynamic tunnels using MPLS-over-GRE, Virtual Extensible LAN 


(VXLAN) encapsulation, and GRE support, the MX10003 offers 


a full suite of routing and switching features, allowing network 


operators to choose a deployment model that fits their business 


and technical needs.


IP Peering


The power-optimized, compact 3 U MX10003 is ideal for 


colocation facilities that charge based on provisioned power and 


space. Offering high control plane scale, the MX10003 supports 


IP Peering and route reflection capabilities that support inline 


flow monitoring, segment routing, BGP, and GRE, among many 


other features.


Specifications
Physical Specifications


•	 Physical dimensions (HxDxW): 5.217 x 30 x 19 in (13.25 x 


76.2 x 48.26 cm)


•	 Airflow: Front to back


•	 Number of fan trays: 4


•	 Maximum weight (approximate): 120 lbs (54.43 kg)


•	 System mounting: Four-post rack mounting


•	 Rack units: 3


Juniper Networks Services and Support
Juniper Networks is the leader in performance-enabling services 


that are designed to accelerate, extend, and optimize your 


high-performance network. Our services allow you to maximize 


operational efficiency while reducing costs and minimizing 


risk, achieving a faster time to value for your network. Juniper 


Networks ensures operational excellence by optimizing the 


network to maintain required levels of performance, reliability, 


and availability. For more details, please visit https://www.juniper.


net/us/en/products-services/.


 MX10003
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Ordering Information
Product Number Description


Base Units, Spares


MX10003-BASE MX10003 base 2-slot chassis; includes 
1 RE, 4 fan trays, 4 power supplies, and 1 
EMI door with air filter assembly


MX10003-PREMIUM MX10003 premium 2-slot chassis; 
includes 2 REs, 4 fan trays, 6 power 
supplies, and 1 EMI door with air filter 
assembly


JNP10003-CHAS MX10003 chassis, spare


Routing Engines (REs)


JNP10003-RE1 MX10003 RE, spare


JNP10003-RE1-LT MX10003 limited encryption RE, spare


MPCs


JNP10003-LC2103 MX10003 Modular Port Concentrator, 6 
quad small form-factor pluggable plus 
transceivers (QSFP+), 1 MIC slot


MICs 


JNP-MIC1 12x100GbE multirate MIC


JNP-MIC1-MACSEC 12x100GbE multirate MACsec MIC


Fan Trays


JNP-FAN-3RU MX10003 fan tray, spare


Power Supply Modules 


JNP-PWR1600-AC MX10003 AC power supply module


JNP-PWR1100-DC MX10003 DC power supply module


Cable Management 


JNP-CM-3RU MX10003 cable manager


JNP-CMFLTR-3RU MX10003 cable manager with air filter


Software


USA Junos OS


Junos OS 64-bit Junos Standard Software Suite


Junos OS-LTD 64-bit Junos Software Suite with 
Limited Encryption


About Juniper Networks
Juniper Networks challenges the status quo with products, 


solutions and services that transform the economics of 


networking. Our team co-innovates with customers and partners 


to deliver automated, scalable and secure networks with agility, 


performance and value. Additional information can be found at 


Juniper Networks or connect with Juniper on Twitter and Facebook.
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Product Overview


QFX5110 access and aggregation 


switches deliver low latency, rich 


Layer 2 and Layer 3 features, 


VXLAN overlay deployments, and 


100GbE uplinks, making it the 


industry’s most nimble line of 


switches. 


Featuring L3 gateway capabilities 


for bridging between virtualized 


and bare-metal servers, the 


QFX5110 is designed for extremely 


agile data centers that demand 


support for overlay/underlay 


network architectures. The high-


density 10GbE, 40GbE, and 


100GbE ports also make the 


QFX5110 ideally suited for use in 


spine and leaf topologies.


Product Description 
Data centers are rapidly adopting cloud services, whether completely off-premise models 


or hybrid models with critical services offered through on-premise private clouds. The 


tremendous growth of off-premise cloud services, coupled with the widespread adoption 


of overlay technologies, has created a need for highly agile switching platforms that can 


satisfy the demands of these evolving data centers. 


The high-performance Juniper Networks® QFX5110 line of Ethernet switches fit the 


bill, providing the foundation for dynamic data centers. As a critical enabler for IT 


transformation, the data center network supports cloud and SDN adoption, network 


virtualization, integrated/scale-out storage, and the rapid deployment and delivery of 


mission-critical applications that significantly increase east-west traffic within the data 


center. Furthermore, increasing demand for 100GbE spine ports is driving the need for 


100GbE uplinks for all server access speeds, including 10GbE and 40GbE. The QFX5110 


includes 100GbE uplinks, enabling it to support a diverse set of switching architectures, 


including fabric, Layer 3, and spine-and-leaf deployments, enabling users to easily adapt as 


requirements change over time. 


Architecture and Key Components
The QFX5110 switches include 10GbE (fiber) and 40GbE or 100GbE fixed-configuration 


options with rich Layer 2, Layer 3, and MPLS features. The QFX5110 switches run the 


same reliable, high-performance Juniper Networks Junos® operating system that is 


used by the Juniper Networks QFX5100 family of products, EX Series Ethernet Switches, 


Juniper Networks routers, and Juniper Networks SRX Series Services Gateways, ensuring 


a consistent implementation and operation of control plane features across the entire 


Juniper infrastructure.


QFX5110 Switch Models


The QFX5110 switches are compact, 1 U platforms that provide wire-speed packet 


performance, very low latency, and a rich set of Junos OS features. In addition to a high-


throughput Packet Forwarding Engine (PFE), the performance of the QFX5110 control 


plane is further enhanced with a powerful 1.8 GHz quad-core Intel CPU with 16 GB of 


memory and 64 GB SSD storage. 


Two QFX5110 switch models are available:


•	 QFX5110-48S—A 10GbE/100GbE data center access switch, the QFX5110-48S offers 


48 small form-factor pluggable plus (SFP+) transceiver ports and four QSFP28 ports 


that can be configured as 4x40GbE or 4x100GbE ports, with an aggregate throughput 


of 1.76 Tbps or 1.32 Bpps per switch. For added flexibility, each QSFP28 port can also 


be configured as 4x10GbE ports using breakout cables, increasing the total number of 


supported 10GbE ports to 64 per switch.


QFX5110 Ethernet Switch
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•	 QFX5110-32Q—A 40GbE/100GbE data center access 


and aggregation switch, the QFX5110-32Q offers up to 32 


QSFP+ ports, or 20 QSFP+ ports and four QSFP28 ports, 


with an aggregate throughput of 2.56 Tbps or 1.44 Bpps per 


switch. For added flexibility, the QSFP+ ports can also be 


configured as 4x10GbE ports using QSFP+-to-SFP+ direct 


attach copper (DAC) or QSFP+-to-SFP+ fiber breakout 


cables and optics, increasing the total number of supported 


10GbE ports to 104 per switch. 


QFX5110 Highlights


The QFX5110 switches feature the following highlights:


•	 Support high-density, multi-speed configurations for 


10/40/100GbE access and aggregation, with up to 64 or 


104 10GbE ports, up to four 100GbE uplink ports, and up to 


32 40GbE ports in a 1 U platform


•	 Deliver up to 2.56 Tbps Layer 2 and Layer 3 performance, 


with latency as low as 550 nanoseconds


•	 Include a 1.8 GHz quad-core Intel CPU with 16 GB memory 


and 64 GB SSD storage


•	 Feature rich automation capabilities with support for 


Python and zero touch provisioning (ZTP) 


•	 Support virtualization protocols such as Virtual Extensible 


LAN (VXLAN) and Open vSwitch Database (OVSDB) 


protocol as L2 Gateway


•	 Offer advanced Junos OS features such as BGP add-path, 


MPLS, L3 VPN, and IPv6 6PE


Junos OS


The high-performance QFX5110 switches run Junos OS, Juniper’s 


powerful and robust network operating system that powers all 


Juniper switches, routers, and firewalls. Key Junos OS features 


that enhance the functionality and capabilities of the QXF5110 


include:


•	 Software modularity, with process modules running 


independently in their own protected memory space and 


with the ability to do process restarts


•	 Uninterrupted routing and forwarding, with features such as 


nonstop active routing (NSR) and nonstop bridging (NSB)


•	 Commit and rollback functionality that ensures error-free 


network configurations 


•	 A powerful set of scripts for on-box problem detection, 


reporting, and resolution


Junos OS Software License


The software features supported on the QFX5110 switches are 


categorized into three tiers: Base, Premium, and Advanced.


•	 Base software features include basic Layer 2 


switching, basic Layer 3 routing, multicast, automation, 


programmability, zero touch provisioning (ZTP), and basic 


monitoring. A Base software features license comes with 


the purchase of the hardware and does not require any 


explicit license keys.


•	 Premium software features include all Base license 


functionality, plus BGP, IS-IS, and Virtual Extensible LAN 


(VXLAN) to explicitly address the needs of enterprise 


customers. To enable these features, customers must 


purchase the QFX5K-C1-PFL license, generate unique 


license keys, and install them on the switch. The license is 


not portable across devices.


•	 Advanced software features include all Premium license 


functionality plus MPLS to explicitly address the needs of 


data center interconnect and edge use cases. To enable 


these features, customers must purchase the QFX5K-C1-


AFL license, generate unique license keys, and install them 


on the switch. The license is not portable across devices.


The Premium and Advanced software licenses are classified 


as Class 1, Class 2, Class 3, etc., and offered as perpetual 


licenses. Class 1 licenses are applicable to the QFX5110-48S 


and QFX5110-32Q switches. Please see Ordering Information for 


license SKU descriptions. 


Data Center Deployments


Today’s data centers are typically built with high-performance, 


small form-factor, multicore blade and rack servers. The greater 


compute capacity and server densities enabled by these devices 


are increasing traffic volume, creating a need for high-speed, 


low-latency, storage-converged and I/O-converged networking 


solutions that can maximize performance for physical servers, 


virtual servers, and storage. 


The QFX5110 switches deliver low-latency, lossless, high-density 


10GbE and 40GbE interfaces, as well as 100GbE uplinks to the 


core network demanded by today’s data center. Furthermore, 


the QFX5110 offers VXLAN Layer 2 gateway support, making it 


an ideal solution for overlay deployments in the data center. All 


QFX5110 switches are designed to consume the lowest possible 


power while optimizing space, reducing data center operating 


costs. Flexible airflow direction options enable the QFX5110 


switches to support back-to-front and front-to-back cooling, 


ensuring consistency with server designs for hot-aisle or cold-


aisle deployments.


Data Center Server Access


The QFX5110 switches are ideal for top-of-rack deployments 


of various densities and speeds. The QFX5110-48S offers 48 


ports of native 10GbE for server connectivity, plus up to four 


40GbE or 100GbE ports for uplink connectivity, providing very low 


oversubscription of 1.2:1 from access to aggregation. Meanwhile, 


the QFX5110-32Q offers 20 QSFP+ 40GbE ports for server 


connectivity and up to four 100GbE ports for uplink connectivity, 


providing an oversubscription of 2:1 from access to aggregation. 


Each 40GbE port can be further broken out into four 10GbE ports, 


providing additional options for server connectivity.
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The QFX5110 switches can operate in both cut-through and 


store-and-forward modes, delivering sustained wire-speed 


switching with sub-microsecond latency and low jitter for any 


packet size (including jumbo frames) in both modes. All QFX 


Series switches support extensive Layer 2 features, enabling 


the device to support high-density 10GbE Layer 2 access 


deployments. With features such as multichassis link aggregation 


group (MC-LAG), the QFX5110 supports active/active server dual 


homing and can utilize full bisectional bandwidth from server to 


switch. When the QFX5110 is deployed in the access layer, MC-


LAG on QFX10000 switches in the aggregation layer provides 


maximum resiliency and full Layer 2 multipathing in the network.


The Junos OS features the most advanced and robust routing 


capabilities in the industry. All QFX5110 switches include 


support for RIP and OSPF for both IPv4 and IPv6 in the base 


software. Advanced routing capabilities such as IS-IS and BGP 


are also supported. With additional capabilities like 64-way 


equal-cost multipath (ECMP) and BGP add path, the QFX5110 


is an ideal building block for deploying the most robust Layer 3 


underlay for SDN.


Features and Benefits
•	 Automation—The QFX5110 switches support a number 


of features for network automation and plug-and-play 


operations. Features include zero touch provisioning, 


operations and event scripts, automatic rollback, and Python 


scripting. The switch also supports integration with VMware 


NSX Layer 2 Gateway Services, and OpenStack. 


•	 Flexible Forwarding Table—The QFX5110 includes a 


Unified Forwarding Table (UFT), which allows the hardware 


table to be carved into configurable partitions of Layer 2 


media access control (MAC), Layer 3 host, and longest 


prefix match (LPM) tables. In a pure L2 environment, the 


QFX5110 supports 288,000 MAC addresses. In Layer 3 


mode, the table can support 208,000 host entries. In LPM 


mode, it can support 128,000 prefixes. Junos OS provides 


configurable options through a CLI so that each QFX5110 


can be optimized for different deployment scenarios. 


•	 Intelligent Buffer Management—The QFX5110 switches 


have a total of 16 MB shared buffers. While 25% of the total 


buffer space is dedicated, the rest is shared among all ports 


and is user configurable. The intelligent buffer mechanism 


in the QFX5110 effectively absorbs traffic bursts while 


providing deterministic performance, significantly increasing 


performance over static allocation.


•	 MPLS—QFX5110 switches support a broad set of MPLS 


features, including L3 VPN, IPv6 provider edge router (6PE), 


RSVP traffic engineering, and LDP to allow standards-


based network segmentation and virtualization. This 


enables the QFX5110 to be deployed as a low-latency MPLS 


label-switching router (LSR).


•	 VXLAN—The QFX5110 switch is capable of supporting Layer 


2 gateway services. The QFX5110 supports controller-less 


VXLAN deployment through EVPN for Layer 2 gateway, 


control plane (OVSDB) protocols.


Figure 1: QFX5110 switches supporting a data center server access configuration
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QFX5110 Switch Specifications
Hardware


Switching Capacity


•	 QFX5110-48S: 1.76 Tbps/1.32 Bpps


•	 QFX5110-32Q: 2.56 Tbps/1.44 Bpps


Weight


•	 QFX5110-48S: 23 lb (10.43 kg)


•	 QFX5110-32Q: 24.6 lb (11.16 kg)


Dimensions (HxWxD)


•	 QFX5110-48S: 1.72 x17.36 x 20.48 in (4.37 x 44.09 x 52.02 cm)


•	 QFX5110-32Q: 1.72 x17.36 x 20.48 in (4.37 x 44.09 x 52.02 cm)


•	 Switching mode: Cut-through and store-and-forward


•	 Front-to-back (airflow out) for hot aisle deployment


•	 Back-to-front (airflow in) for cold aisle deployment


•	 Management and console port connections


Power Consumption


•	 QFX5110-48S-AFO/AFI: Max load: 300 W, Typical load:  
195 W, Idle load: 150 W


•	 QFX5110-32Q-AFO/AFI: Max load: 340 W, Typical load:  
290 W, Idle load: 250 W


Interface Options


•	 QFX5110-48S-AFO/AFI:


-- 1GbE SFP: 48 (24 copper 1GbE)


-- 10GbE SFP+: 48/64 (with breakout cable)


-- 40GbE QSFP+: 4


-- 100GbE QSFP28: 4


•	 QFX5110-32Q-AFO/AFI:


-- 1GbE SFP: N/A


-- 10GbE QSFP+: 104 (with breakout cable)


-- 40GbE QSFP+: 32


-- 100GbE QSFP28: 4


•	 Each QSFP+ port can be configured as a 4 x 10GbE 
interface or as a 40 Gbps port


•	 Each QSFP28 port can be configured as a 4 x 10GbE 
interface a 40 Gbps port or as a 100 Gbps port


•	 1 USB 2.0 port


•	 1 RS-232 console port


•	 2 management ports: 2x SFP fiber ports or 1x RJ-45 and 1x 
copper SFP ports


•	 Supported transceiver and direct attach cable


•	 SFP+ 10GbE optical modules


•	 SFP+ DAC cables: 1/3/5 m twinax copper and 1/3/5/7/10 m 
active twinax copper


•	 SFP GbE optical and copper module


•	 QSFP+ DAC cables: 1/3/5 m twinax copper and 7/10 m 
active twinax copper


•	 QSFP+ AOC cables: 1/3/5/7/10/15/20/30 m cable


•	 QSFP+ Optics: SR4, LX4, ESR4, IR, LR4


•	 QSFP+ to SFP+ 10GbE direct attach breakout copper 
(1/3/10 m twinax copper and 5/7 m active twinax copper 
cable)


•	 QSFP28 Optics: SR4, CWDM4, LR4


•	 QSFP28 AOC: 10 m cable


Rack Installation Kit


•	 Versatile four post mounting options for 19-in server rack or 
datacom rack


Airflow


•	 Redundant (N+1) and hot-pluggable fan modules for front-
to-back and back-to-front airflow


•	 Redundant variable-speed fans to reduce power draw


Power Supply and Fan Modules 


•	 Dual redundant (1+1) and hot-pluggable power supplies


•	 110-240 V single phase AC power 


•	 -36 to -72 V DC power


•	 Redundant (N+1) and hot-pluggable fan modules for front-
to-back and back-to-front airflow


Performance Scale (Unidimensional)


•	 MAC addresses per system: 288,000


•	 VLAN IDs: 4,093


•	 Number of link aggregation groups (LAGs): 104


•	 Number of ports per LAG: 32


•	 Firewall filters


-- Ingress filters: 6,142


-- Egress filters: 1,022


•	 IPv4 unicast routes: 128,000 prefixes; 208,000 host routes; 
64 ECMP paths


•	 IPv4 multicast routes: 104,000


•	 IPv6 multicast routes: 52,000


•	 IPv6 unicast routes: 84,000 prefixes


•	 ARP entries: 48,000


•	 Jumbo frame: 9,216 bytes


•	 Spanning Tree Protocol (STP)


-- Multiple Spanning Tree Protocol (MSTP) Instances: 64


-- VLAN Spanning Tree Protocol (VSTP) Instances: 253


•	 Traffic mirroring


-- Mirroring destination ports per switch: 4


-- Maximum number of mirroring sessions: 4


-- Mirroring destination VLANs per switch: 4 


Software Features Supported


Layer 2 Features


•	 STP—IEEE 802.1D (802.1D-2004)


•	 Rapid Spanning Tree Protocol (RSTP) (IEEE 802.1w); MSTP 
(IEEE 802.1s)


•	 Bridge protocol data unit (BPDU) protect


•	 Loop protect


•	 Root protect


•	 RSTP and VSTP running concurrently


•	 VLAN—IEEE 802.1Q VLAN trunking


•	 The Routed VLAN Interface (RVI)


•	 Port-based VLAN
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•	 Private VLAN (PVLAN)


•	 VLAN translation


•	 Static MAC address assignment for interface


•	 Per VLAN MAC learning (limit)


•	 MAC learning disable


•	 Link Aggregation and Link Aggregation Control Protocol 
(LACP) (IEEE 802.3ad)


Link Aggregation


•	 Multichassis link aggregation (MC-LAG)


•	 Redundant Trunk Group (RTG)


•	 LAG load sharing algorithm—bridged or routed (unicast or 
multicast) traffic:


-- IP: SIP, Dynamic Internet Protocol (DIP), TCP/UDP source 
port, TCP/UDP destination port


-- Layer 2 and non-IP: MAC SA, MAC DA, Ethertype, VLAN 
ID, source port


Layer 3 Features (IPv4)


•	 Static routing


•	 Routing protocols (RIP, OSPF, IS-IS, BGP)


•	 Virtual Router Redundancy Protocol (VRRP)


•	 Bidirectional Forwarding Detection (BFD) protocol


•	 Virtual router


•	 Dynamic Host Configuration Protocol (DHCP) relay


•	 Proxy Address Resolution Protocol (ARP)


Multicast Features


•	 Internet Group Management Protocol (IGMP): v1, v2, v3


•	 IGMP snooping: v1, v2, and v3 (Layer 2 only)


•	 IGMP Filter


•	 PIM-SM


•	 Multicast Source Discovery Protocol (MSDP)


Security and Filters


•	 Secure interface login and password


•	 RADIUS


•	 TACACS+


•	 Ingress and egress filters: Allow and deny, port filters, VLAN 
filters, and routed filters, including management port filters


•	 Filter actions: Logging, system logging, reject, mirror to an 
interface, counters, assign forwarding class, permit, drop, 
police, mark


•	 SSH v1, v2


•	 Static ARP support


•	 Storm control, port error disable, and autorecovery


•	 IP source guard


•	 Dynamic ARP Inspection (DAI)


•	 Sticky MAC address


•	 DHCP snooping


Quality of Service (QoS)


•	 L2 and L3 QoS: Classification, rewrite, queuing


•	 Rate limiting:


-- Ingress policing: Single-rate two-color policer, two-rate 
three-color policer


-- Egress policing: Policer, policer mark down action


-- Egress shaping: Per queue on each port


•	 12 hardware queues per port (8 unicast and 4 multicast)


•	 Strict-priority queuing (PQ), shaped-deficit weighted 
round-robin (SDWRR), weighted random early detection 
(WRED), weighted tail drop


•	 802.1p remarking


•	 Layer 2 classification criteria: Interface, MAC address, 
Ethertype, 802.1p, VLAN


•	 Congestion avoidance capabilities: WRED


•	 Trust IEEE 802.1p (ingress)


•	 Remarking of bridged packets 


Data Center Bridging (DCB)


•	 Priority-based flow control (PFC)—IEEE 802.1Qbb


•	 Enhanced transmission selection (ETS)—IEEE 802.1Qaz 


•	 Data Center Bridging Capability Exchange (DCBX), DCBx 
FCoE, and iSCSI type, length, and value (TLVs)


High Availability


•	 Bidirectional Forwarding Detection (BFD)


•	 Uplink failure detection 


MPLS


•	 Static label-switched paths (LSPs)


•	 RSVP-based signaling of LSPs


•	 LDP-based signaling of LSPs


•	 LDP tunneling (LDP over RSVP)


•	 MPLS class of service (CoS) 


•	 MPLS LSR support


•	 IPv6 tunneling (6PE) (via IPv4 MPLS backbone)


•	 IPv4 L3 VPN (RFC 2547, RFC 4364)


Server Virtualization Management and SDN-Related Protocols


•	 Junos Space Virtual Control 


•	 VXLAN OVSDB


•	 OpenFlow 1.3 client


Management and Operations


•	 Role-based CLI management and access


•	 CLI via console, telnet, or SSH


•	 Extended ping and traceroute


•	 Junos OS configuration rescue and rollback


•	 Image rollback 


•	 SNMP v1/v2/v3


•	 Junos XML management protocol


•	 sFlow v5


•	 Beacon LED for port and system


•	 Zero touch provisioning (ZTP)


•	 OpenStack Neutron Plug-in


•	 Python


•	 Junos OS event, commit, and OP scripts
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Traffic Mirroring


•	 Port-based


•	 LAG port


•	 VLAN-based


•	 Filter-based


•	 Mirror to local


•	 Mirror to remote destinations (L2 over VLAN)


Standards Compliance


IEEE Standard


•	 IEEE standard


•	 IEEE 802.1D


•	 IEEE 802.1w


•	 IEEE 802.1


•	 IEEE 802.1Q


•	 IEEE 802.1p


•	 IEEE 802.1ad


•	 IEEE 802.3ad


•	 IEEE 802.1AB


•	 IEEE 802.3x


•	 IEEE 802.1Qbb


•	 IEEE 802.1Qaz


T11 Standards


•	 INCITS T11 FC-BB-5


Supported RFCs


•	 RFC 768 UDP


•	 RFC 783 Trivial File Transfer Protocol (TFTP) 


•	 RFC 791 IP


•	 RFC 792 ICMP


•	 RFC 793 TCP


•	 RFC 826 ARP


•	 RFC 854 Telnet client and server


•	 RFC 894 IP over Ethernet


•	 RFC 903 RARP


•	 RFC 906 TFTP Bootstrap


•	 RFC 951 1542 BootP


•	 RFC 1058 Routing Information Protocol


•	 RFC 1112 IGMP v1


•	 RFC 1122 Host requirements


•	 RFC 1142 OSI IS-IS Intra-domain Routing Protocol


•	 RFC 1256 IPv4 ICMP Router Discovery Protocol (IRDP)


•	 RFC 1492 TACACS+


•	 RFC 1519 Classless Interdomain Routing (CIDR)


•	 RFC 1587 OSPF not-so-stubby area (NSSA) Option


•	 RFC 1591 Domain Name System (DNS)


•	 RFC 1745 BGP4/IDRP for IP—OSPF Interaction


•	 RFC 1772 Application of the Border Gateway Protocol in the 
Internet


•	 RFC 1812 Requirements for IP Version 4 Routers


•	 RFC 1997 BGP Communities Attribute


•	 RFC 2030 SNTP, Simple Network Time Protocol 


•	 RFC 2068 HTTP server


•	 RFC 2131 BOOTP/DHCP relay agent and Dynamic Host


•	 RFC 2138 RADIUS Authentication


•	 RFC 2139 RADIUS Accounting


•	 RFC 2154 OSPF with Digital Signatures (Password, MD-5)


•	 RFC 2236 IGMP v2


•	 RFC 2267 Network ingress filtering


•	 RFC 2328 OSPF v2 (edge mode)


•	 RFC 2338 VRRP


•	 RFC 2362 PIM-SM (edge mode)


•	 RFC 2370 OSPF Opaque LSA Option


•	 RFC 2385 Protection of BGP Sessions via the TCP MD5 
Signature Option


•	 RFC 2439 BGP Route Flap Damping


•	 RFC 2453 RIP v2


•	 RFC 2474 Definition of the Differentiated Services Field (DS 
Field) in the IPv4 and IPv6 Headers


•	 RFC 2597 Assured Forwarding PHB (per-hop behavior) 
Group


•	 RFC 2598 An Expedited Forwarding PHB


•	 RFC 2697 A Single Rate Three Color Marker


•	 RFC 2698 A Two Rate Three Color Marker


•	 RFC 2796 BGP Route Reflection—An Alternative to Full 
Mesh IBGP


•	 RFC 2918 Route Refresh Capability for BGP-4


•	 RFC 3065 Autonomous System Confederations for BGP


•	 RFC 3376 IGMP v3 (source-specific multicast include mode 
only)


•	 RFC 3392 Capabilities Advertisement with BGP-4


•	 RFC 3446 Anycast RP


•	 RFC 3569 SSM


•	 RFC 3618 MSDP


•	 RFC 3623 Graceful OSPF Restart


•	 RFC 4271 Border Gateway Protocol 4 (BGP-4)


•	 RFC 4360 BGP Extended Communities Attribute


•	 RFC 4456 BGP Route Reflection: An Alternative to Full Mesh 
Internal BGP (IBGP)


•	 RFC 4486 Subcodes for BGP Cease Notification Message


•	 RFC 4724 Graceful Restart Mechanism for BGP


•	 RFC 4812 OSPF Restart Signaling


•	 RFC 4893 BGP Support for Four-octet AS Number Space


•	 RFC 5176 Dynamic Authorization Extensions to RADIUS


•	 RFC 5396 Textual Representation of Autonomous System 
(AS) Numbers


•	 RFC 5668 4-Octet AS Specific BGP Extended Community


•	 RFC 5880 Bidirectional Forwarding Detection (BFD) 
Dynamic Host Configuration Protocol (DHCP) server
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Supported MIBs


•	 RFC 1155 SMI


•	 RFC 1157 SNMPv1


•	 RFC 1212, RFC 1213, RFC 1215 MIB-II, Ethernet-Like MIB and 
TRAPs


•	 RFC 1850 OSPFv2 MIB


•	 RFC 1901 Introduction to Community-based SNMPv2


•	 RFC 2011 SNMPv2 for Internet Protocol using SMIv2


•	 RFC 2012 SNMPv2 for the Transmission Control Protocol 
using SMIv2


•	 RFC 2013 SNMPv2 for the User Datagram Protocol using 
SMIv2


•	 RFC 2233 The Interfaces Group MIB using SMIv2


•	 RFC 2287 System Application Packages MIB


•	 RFC 2570 Introduction to Version 3 of the Internet-standard 
Network Management Framework


•	 RFC 2571 An Architecture for describing SNMP Management 
Frameworks (read-only access)


•	 RFC 2572 Message Processing and Dispatching for the 
SNMP (read-only access)


•	 RFC 2576 Coexistence between SNMP Version 1, Version 2, 
and Version 3


•	 RFC 2578 SNMP Structure of Management Information MIB


•	 RFC 2579 SNMP Textual Conventions for SMIv2


•	 RFC 2580 Conformance Statements for SMIv2


•	 RFC 2665 Ethernet-like Interface MIB


•	 RFC 2787 VRRP MIB


•	 RFC 2790 Host Resources MIB


•	 RFC 2819 RMON MIB


•	 RFC 2863 Interface Group MIB


•	 RFC 2932 IPv4 Multicast MIB


•	 RFC 3410 Introduction and Applicability Statements for 
Internet Standard Management Framework


•	 RFC 3411 An Architecture for Describing SNMP Management 
Frameworks


•	 RFC 3412 Message Processing and Dispatching for the 
SNMP


•	 RFC 3413 Simple Network Management Protocol (SNMP) 
Applications—(all MIBs are supported except the Proxy 
MIB)


•	 RFC 3414 User-based Security Model (USM) for version 3 of 
SNMPv3


•	 RFC 3415 View-based Access Control Model (VACM) for the 
SNMP


•	 RFC 3416 Version 2 of the Protocol Operations for the SNMP


•	 RFC 3417 Transport Mappings for the SNMP


•	 RFC 3418 Management Information Base (MIB) for the SNMP


•	 RFC 3584 Coexistence between Version 1, Version 2, and 
Version 3 of the Internet-standard Network Management 
Framework


•	 RFC 3826 The Advanced Encryption Standard (AES) Cipher 
Algorithm in the SNMP User-based Security Model


•	 RFC 4188 Definitions of Managed Objects for Bridges


•	 RFC 4318 Definitions of Managed Objects for Bridges with 
Rapid Spanning Tree Protocol


•	 RFC 4363b Q-Bridge VLAN MIB


Approvals


Safety


•	 CAN/CSA-C22.2 No. 60950-1 Information Technology 
Equipment—Safety


•	 UL 60950-1 (Second Edition) Information Technology 
Equipment—Safety


•	 IEC 60950-1 Information Technology Equipment—Safety 
(All country deviations): CB Scheme report


•	 EN 60825-1 Safety of Laser Products—Part 1: Equipment 
Classification


NEBS	


•	 GR-63-Core Network Equipment, Building Systems (NEBS) 
Physical Protection 


•	 GR-1089-Core EMC and Electrical Safety for Network 
Telecommunications Equipment


EMC


•	 FCC 47CFR, Part 15 Class A USA Radiated Emissions


•	 ICES-003 Class A


•	 EN 55022 Class A European Radiated Emissions


•	 CISPR 22 Class A


•	 EN 55032 Class A


•	 CISPR 32 Class A


•	 EN 55024


•	 CISPR 24


•	 EN 300 386


•	 VCCI Class A Japanese Radiated Emissions


•	 BSMI CNS 13438 Taiwan Radiated Emissions


•	 AS/NZS CISPR22


•	 AS/NZS CISPR32


Environmental Compliance


Restriction of Hazardous Substances (ROHS) 6/6


China Restriction of Hazardous Substances (ROHS)


Registration, Evaluation, Authorisation and Restriction 
of Chemicals (REACH)


Waste Electronics and Electrical Equipment (WEEE)


Recycled material


80 Plus Silver PSU Efficiency


Telco


•	 Common Language Equipment Identifier (CLEI) code
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Environmental Ranges


•	 Operating temperature: 32° to 104° F (0° to 40° C)


•	 Storage temperature: -40° to 158° F (-40° to 70° C)


•	 Operating altitude: Up to 2,000 ft (610 m)


•	 Relative humidity operating: 5% to 90% (noncondensing) 


•	 Relative humidity non-operating: 0% to 95% 
(noncondensing)


Juniper Networks Services and Support
Juniper Networks leads the market in performance-enabling 


services designed to accelerate, extend, and optimize your 


deployments. Our services enable you to maximize operational 


efficiency, reduce costs, and minimize risk while achieving a faster 


time-to-value for your network.


By leveraging best practices from across the industry, you get the 


maximum levels of system performance, designed and delivered 


by the world’s leading professional technology experts. 


For more information, please visit www.juniper.net/us/en/


products-services.


Installation and Implementation Service
Juniper Professional services offers a Data Center Switching 


QuickStart program to ensure that the solution is operational 


and the customer has a complete understanding of areas such 


as configuration and ongoing operations. The QuickStart service 


provides an on-site consultant who works with the client team 


to quickly develop the initial configuration and deployment of a 


small Juniper Networks data center switching environment.  A 


knowledge transfer session, which is intended as a review of local 


implementation and configuration options, is also included, but is 


not intended as a substitute for formalized training. 


Ordering Information


Product Number Description


Switch Hardware
QFX5110-48S-AFI QFX5110, 48 SFP+ and 4 QSFP28, back-


to-front AC


QFX5110-48S-AFO QFX5110, 48 SFP+ and 4 QSFP28, front-
to-back AC


QFX5110-48S-DC-AFI QFX5110, 48 SFP+ and 4 QSFP28, back-
to-front DC


QFX5110-48S-DC-AFO QFX5110, 48 SFP+ and 4 QSFP28, front-
to-back DC


QFX5110-32Q-AFI 32 QSFP+/20 QSFP+ QSFP28, back-to-
front AC


QFX5110-32Q-AFO 32 QSFP+/20 QSFP+ QSFP28, front-to-
back AC


QFX5110-32Q-DC-AFI 32 QSFP+/20 QSFP+ QSFP28, back-to-
front DC


QFX5110-32Q-DC-AFO 32 QSFP+/20 QSFP+ QSFP28, front—to-
back DC


QFX5110-FANAFI QFX5110-FANAFI fan model, back-to-front 
airflow


QFX5110-FANAFO QFX5110-FANAFO fan model, front-to-back 
airflow


JPSU-650W-AC-AFO Juniper 650W AC power supply (port-side-
to-FRU-side airflow)


JPSU-650W-AC-AFI Juniper 650W AC power supply (FRU-side-
to-port-side airflow)


JPSU-650W-DC-AFO Juniper 650W DC power supply (port-side-
to-FRU-side airflow)


JPSU-650W-DC-AFI Juniper 650W DC power supply (FRU-side-
to-port-side airflow)


Optics and Transceivers
QFX-SFP-1GE-T SFP 1000BASE-T copper transceiver 


module for up to 100 m transmission on 
Category 5


QFX-SFP-1GE-SX SFP 1000BASE-SX GbE optics, 850 nm for 
up to 550 m transmission on multimode 
fiber


QFX-SFP-1GE-LX SFP 1000BASE-LX GbE optics, 1,310 nm for 
10 km transmission on single-mode fiber


QFX-SFP-10GE-USR SFP+ 10GbE ultra short reach optics, 850 
nm for 10 m on OM1, 20 m on OM2, 100 m 
on OM3 multimode fiber


QFX-SFP-10GE-SR SFP+ 10GBASE-SR 10GbE optics, 850 nm 
for up to 300 m transmission on multimode 
fiber


QFX-SFP-10GE-LR SFP+ 10GBASE-LR 10GbE optics, 1310 nm 
for 10 km transmission on single-mode fiber


QFX-SFP-10GE-ER SFP+ 10GBASE-ER 10GbE optics, 1,550 nm 
for 40 km transmission on single-mode 
fiber 


EX-SFP-10GE-ZR SFP+ 10GBASE-ZR 10GbE optics, 1,550 nm 
for 80 km transmission on single-mode 
fiber


QFX-SFP-DAC-1M SFP+ 10GbE Direct Attach Copper (twinax 
copper cable), 1 m


QFX-SFP-DAC-3M SFP+ 10GbE Direct Attach Copper (twinax 
copper cable), 3 m


QFX-SFP-DAC-5M SFP+ 10GbE Direct Attach Copper (twinax 
copper cable), 5 m


QFX-SFP-DAC-1MA SFP+ 10GbE Direct Attach Copper (active 
twinax copper cable), 1 m


QFX-SFP-DAC-3MA SFP+ 10GbE Direct Attach Copper (active 
twinax copper cable), 3 m


QFX-SFP-DAC-5MA SFP+ 10GbE Direct Attach Copper (active 
twinax copper cable), 5 m



http://www.juniper.net/us/en/products-services

http://www.juniper.net/us/en/products-services

www.juniper.net/assets/us/en/local/pdf/datasheets/1000481-en.pdf

www.juniper.net/assets/us/en/local/pdf/datasheets/1000481-en.pdf

https://learningportal.juniper.net/juniper/user_courses.aspx
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Product Number Description


QFX-SFP-DAC-7MA SFP+ 10GbE Direct Attach Copper (active 
twinax copper cable), 7 m


QFX-SFP-DAC-10MA SFP+ 10GbE Direct Attach Copper (active 
twinax copper cable), 10 m


JNP-QSFP-40G-LX4 40GbE QSFP+ LX4 optics


QFX-QSFP-40G-SR4 QSFP+ 40GBASE-SR4 40GbE optics, 
850 nm for up to 150 m transmission on 
multimode fiber


QFX-QSFP-40G-ESR4 QSFP+ 40GBASE-SR4 40GbE optics, 
850 nm for up to 300 m transmission on 
multimode fiber


JNP-QSFP-40GE-IR4 QSFP+ 40GBASE-LR4 40GbE optics for up 
to 1 km transmission over single-mode fiber


JNP-QSFP-4x10GE-IR QSFP+ 40GBASE-LR4 40GbE optics for 
up to 1 km transmission over parallel single-
mode fiber


JNP-QSFP-40G-LR4 40GbE QSFP+ LR4


EX-QSFP-40GE-DAC-
50CM


40GbE QSFP+ 0.5 m Direct attach


QFX-QSFP-DAC-1M QSFP+ to QSFP+ Ethernet Direct Attach 
Copper (twinax copper cable), 1 m passive


QFX-QSFP-DAC-3M QSFP+ to QSFP+ Ethernet Direct Attach 
Copper (twinax copper cable), 3 m passive


JNP-QSFP-DAC-5M QSFP+ to QSFP+ Ethernet Direct Attach 
Copper (twinax copper cable), 5 m passive


JNP-QSFP-DAC-7MA 40GbE QSFP+ 7 m, direct attach


JNP-QSFP-DAC-10MA 40GbE QSFP+ 10 m, direct attach


QFX-QSFP-DACBO-1M QSFP+ to SFP+ 10GbE Direct Attach 
Breakout Copper (twinax copper cable), 
1 m 


JNP-QSFP-DACBO-5MA QSFP+ to SFP+ 10GbE Direct Attach 
Breakout Copper (twinax copper cable),  
5 m active


JNP-QSFP-DACBO-7MA QSFP+ to SFP+ 10GbE Direct Attach 
Breakout Copper (twinax copper cable),  
7 m active


JNP-QSFP-DACBO-10M QSFP+ to SFP+ 10GbE Direct Attach 
Breakout Copper (twinax copper cable),  
10 m active


Product Number Description


JNP-QSFP-100G-SR4 QSFP28 100GbE, SR4, 100 m


JNP-QSFP-100G-
CWDM


QSFP28 100GbE, CWDM4, 2 km


JNP-QSFP-100G-LR4 QSFP28 100GbE, LR4, 10 km


JNP-100G-AOC-1M QSFP28, 100GbE, AOC, 1 m


JNP-100G-AOC-3M QSFP28, 100GbE, AOC, 3 m


JNP-100G-AOC-5M QSFP28, 100GbE, AOC, 5 m


JNP-100G-AOC-7M QSFP28, 100GbE, AOC, 7 m


JNP-100G-AOC-10M QSFP28, 100GbE, AOC, 10 m


JNP-100G-AOC-15M QSFP28, 100GbE, AOC, 15 m


JNP-100G-AOC-20M QSFP28, 100GbE, AOC, 20 m


JNP-100G-AOC-30M QSFP28, 100GbE, AOC, 30 m


Software Feature Licenses
QFX5K-C1-PFL QFX5000 Class 1 Premium Feature License


QFX5K-C1-AFL QFX5000 Class 1 Advanced Feature 
License


About Juniper Networks
Juniper Networks challenges the status quo with products, 


solutions and services that transform the economics of 


networking. Our team co-innovates with customers and partners 


to deliver automated, scalable and secure networks with agility, 


performance and value. Additional information can be found at 


Juniper Networks or connect with Juniper on Twitter and Facebook.



https://play.google.com/store/apps/details?id=com.juniper.jnpr1on1u

https://play.google.com/store/apps/details?id=com.juniper.jnpr1on1u

https://itunes.apple.com/us/app/juniper-1on1/id532386415?mt=8

http://www.juniper.net

https://twitter.com/Junipernetworks

https://www.facebook.com/JuniperNetworks
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Service providers build out extensive networks with numerous access points and large 


access nodes in order to reach the largest potential customer base. At the same time, 


they must successfully acquire new customers in order to receive an acceptable return 


on their investments and fuel continued revenue growth and innovation. Ongoing capital 


and operational investments are required to maintain and expand the network and service 


catalog; accomplishing this in the most financially efficient way is critical to the ongoing 


business success of the service provider.


The Challenge
The high cost of maintaining, monitoring, and managing their numerous access points 


is an ongoing challenge for service providers. Expensive truck rolls are required to deliver 


equipment, and high-value technicians are needed to install, configure, and manage the 


elements. This is not just a Day 1 problem—it is a Day “N” problem—as administration, 


configuration, provisioning, and software updates are required in the local points of 


presence (POPs) on an ongoing basis, with additional administration and configuration 


required to add new customers and services. While capital expense reductions can be 


achieved when existing facilities are used to support new customers, or when existing 


capacity can be used instead of procuring new assets, these savings represent very short-


term gains versus long-term operational expenses (OpEx).


Consider a Tier 1 service provider with 40 local POPs and access nodes offering 40x1GbE-UNI 


connections, for a total of 1,600 customer access ports in the network. The service provider 


must be fully aware of the status of each port and avoid black-holing traffic in the event of 


a network failure. Such visibility requires Operation, Administration, and Maintenance (OAM) 


processes running on each access node that aggregates customer ports. In this example, 


the service provider might turn on Layer 3 and several other protocols to initiate OAM on the 


boxes. Even if only one application or service is running on each port, 1,600 separate OAM 


sessions must be configured across all 40 sites by experienced technicians, requiring multiple 


truck rolls for service changes and software updates.  


In the real world, however, each customer would likely be running multiple applications and 


services, turning each OAM configuration into a customized effort requiring perhaps 10 to 


20 lines of code per configuration. Not only is there a quality issue to be considered, the 


amount of time required to configure and test the access nodes is huge; configuring 16,000 


to 32,000 lines of code consumes hundreds, if not thousands, of hours.


Business Value of the Junos Fusion 
Solution for MX Series 3D Universal 
Edge Routers
Junos Fusion uses MX Series routers and standards-based IEEE 802.1BR to increase automation, 
simplify management, and streamline operations. 


Challenge


Service providers required to 


configure and maintain tens of 


thousands of access ports across 


hundreds or even thousands of 


geographically dispersed devices 


and interfaces need an elegant, 


simple, and efficient mechanism 


for aggregating and abstracting 


access ports.  


Solution


Junos Fusion enables a single 


Aggregation device such as an 


MX Series router to manage 


thousands of Ethernet access 


ports on Satellite devices, 


allowing network operators to 


configure and manage these 


ports just like ports on the MX 


Series router itself, eliminating 


complexity and cost.  


Benefits


Junos Fusion for MX Series 


routers streamlines operations 


in local POPs, leading to faster 


and simpler turn-up of all 


Ethernet Satellite devices. 


Simplifying the configuration 


and management process 


promotes faster service delivery 


with higher quality control, 


helping network operators easily 


maintain Aggregation devices 


in conformance with known 


configurations and service 


definitions.  
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The Juniper Networks Junos Fusion Solution
The Juniper Networks® Junos® Fusion solution employs MX Series 


3D Universal Edge Routers as Aggregation devices, with Juniper 


Networks QFX5100 and EX4300 Ethernet switches serving as 


Satellite devices to provide access ports. These Ethernet switches 


are physically connected via pluggable optical transceivers and 


optical cable to the MX Series Aggregation device. Using Junos 


Fusion, each and every QFX5100 and EX4300 Satellite device is 


automatically discovered by the MX Series Aggregation device 


using the Link Layer Discovery Protocol (LLDP), which establishes 


IP connectivity. This sequence of events provides the same plug-


and-play simplicity seen with native MX Series router interfaces.


Junos Fusion Solution Components


Aggregation Device Satellite Devices


•	 MX2020/MX2010 routers
•	 MX960/MX480/MX240 


routers


•	 QFX5100 switch
•	 EX4300 switch


Satellite devices join the new in-band control plane powered 


by the fully standardized IEEE 802.1BR specification. Ethernet 


ports in the satellite network appear as native ports in the MX 


Series router’s CLI, with an incremental slot ID representing a 


specific Satellite device and an incremental port ID representing 


a specific port per Satellite device. Subsequently, the Aggregation 


device pushes a software image called Satellite Network 


Operating System (SNOS) to the Satellite device, and this 


software supplants the Juniper Networks Junos operating system 


on the Satellite devices.  


From an OAM perspective, the service provider can now treat all 


ports on Satellite devices as if they were native, physical ports 


on the MX Series router serving as the Aggregation device. SNOS 


updates are pushed on demand by the Aggregation device to the 


Satellite devices; conversely, Satellite devices push all necessary 


chassis-related alarms and sensors, inventory, environmental 


measurements, and interface statistics to the Aggregation device. 


In fact, any item covered by an SNMP MIB on the Aggregation 


device can be extended to the Satellite device.  


All data flows entering a Satellite device flow up to the 


Aggregation device for routing and service treatment, reducing 


the need to implement these functions natively on the Satellite 


device. Expansive, fully managed satellite networks can be 


created based on the massive scalability enabled by the MX 


Series router aggregating these extended ports. 


Junos Fusion Features and Benefits


Junos Fusion streamlines local operations, reducing or even 


eliminating operational costs. Satellite devices can be easily 


configured, managed, and maintained by the central Aggregation 


device. Furthermore, some hardware-focused tasks such as per-


device hardware updates and changes to cabling infrastructure 


can be eliminated, making expensive truck rolls unnecessary.  


Junos Fusion also reduces “upstream” costs and complexities. 


Operations support systems (OSS) that are integrated with 


the MX Series can extend support to all downstream Satellite 


devices through the Aggregation device rather than through direct 


connections to each Satellite device. Since the OSS resides in a 


hardened environment, updates have very long development and 


MX Series


IEEE 802.1BR


EX4300 and
Junos


EX4300


Truck Roll


MX Series


Aggregation Device:
MX Series MPCs


EX Series Line Cards


SNOS


Enterprise Customers Satellite Network Aggregation Network


Figure 1. The MX Series Aggregation device automatically discovers and programs Satellite devices with the Satellite Network 
Operating System (SNOS). Satellite devices appear as extended ports in the router’s CLI, along with its native physical line cards.
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test cycles with very few entry points; Junos Fusion eliminates the 


time spent waiting for an entry point in the update cycle, further 


decreasing time-to-service—and time-to-revenue.


Junos Fusion also brings many application-level benefits. All 


features available on an MX Series router, including RSVP, MPLS, 


and OSPF, among others, are extended to the Satellite devices—


in effect making the Satellite devices themselves extensions of 


the router. For example, while L3VPN is an extremely rare feature 


on L2 switching devices, it is a valuable service offering. With 


Junos Fusion, L3VPN support is extended to Satellite devices; 


there is no need to invest in native support by deploying higher 


functioning and higher priced devices.  


Another example is RSVP, a bandwidth reservation protocol 


used in traffic engineering to secure bandwidth for a specific 


service. While most L2 switches support just a fraction of the 


full RSVP protocol suite, MX Series routers support a complete 


implementation of RSVP features. Extending the full range of 


RSVP to Satellite devices extends traffic engineering closer to the 


customer—where services are actually required—with stringent 


bandwidth guarantees.


The Tier 1 service provider can realize additional benefits from 


a Junos Fusion deployment. With Junos Fusion, OAM does not 


have to be configured locally on each Satellite device; it can be 


centralized at the Aggregation device, which ties all Satellite 


device ports together. If a customer port fails, OAM on the 


Aggregation device is aware of the failure and stops forwarding 


packets to the failed port, which avoids black-holing the traffic. 


This means that the need to configure 16,000 to 32,000 lines 


of code, along with the associated testing and implementation 


overhead, is eliminated.


Additionally, with Junos Fusion, cabling on the Satellite device 


becomes static and all customer ports are fungible within 


the MX Series router as the Aggregation device infrastructure; 


ports can be updated on demand without any changes to the 


cabling infrastructure. Without Junos Fusion, customer premises 


equipment (CPE) would have to be reconfigured between 


customer assignments depending on the specific feature or 


service required. For instance, if CPE Box A did not support a 


specific L2 protocol, then that customer’s port would have to be 


migrated to CPE Box B that did support the required feature.  


Figure 2. Satellite devices are managed by the MX Series Aggregation device via the IEEE 802.1BR control plane. Satellite 
device statistics and system logs are all managed by the Aggregation device, greatly streamlining operations.


MX SeriesEX4300


Enterprise Customers Satellite Network Aggregation Network


Truck Roll


Aggregation Device:
MX Series MPCs


EX Series Line Cards
                   IEEE 802.1BR


Data Flow Management
Uplink Service Management
Uplink Chassis Management
SNOS Management


SNOS
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Table 1. Junos Fusion Features and Benefits


Feature Benefit


Ports on Satellite devices appear on the Aggregation device’s CLI, 
enabling them to be treated exactly the same as native ports.


•	 Simplifies operations 
•	 Implements quality control in configuration, test, and maintenance
•	 Speeds up the rate of service rollout


The Aggregation device provides advanced features (e.g., IPv6, RSVP, 
and MPLS); Satellite devices use the 802.1BR control plane for 
connectivity to the Aggregation device. 


•	 Reduces Satellite device price point due to simpler feature set 
•	 Simplifies network and service configuration


Solution is powered by an open standard control plane (IEEE 
802.1BR). 


•	 Protects investment in preexisting non-Juniper elements that are 
IEEE 802.1BR compliant


•	 Avoids Satellite device vendor lock-in


Operations are greatly simplified compared to alternative L2/L3 
overlay technologies.


•	 Reduces price point for CPE devices by eliminating the need for 
advanced L2 and L3 overlays


Additional Satellite devices are treated as incremental slot spaces on 
the Aggregation device.  


•	 Increases network scale while reducing complexity
•	 Eliminates Satellite device hardware and feature bottlenecks
•	 Reduces OpEx with plug-and-play user experience


Satellite devices are managed through the aggregation device; Junos 
OS and SNOS qualification can be performed centrally and pushed to 
the network supporting a 1:n model, rather than qualifying cycles per 
access node.


•	 Decreases OpEx by lowering satellite device and access port 
overhead for service and maintenance from Day 1 to Day “N” 


Time to enable applications and services on each Satellite device and 
access port is accelerated. 


•	 Accelerates time-to-revenue, which sustains and increases market 
competitiveness


Automation maintains high-quality configurations and avoids potential 
for human error.


•	 Increases service uptime and service-level agreement (SLA) 
adherence


Satellite device management is enabled via a centralized Aggregation 
device: 
•	 The Aggregation device controls the satellite device to initiate the 


Junos OS to SNOS conversion process. 
•	 The Aggregation device enables remote login, troubleshooting 


maintenance, and upgrade processes.
•	 The Aggregation device extends SNMP queries that are built into the 


operations methodology to all satellite devices.
•	 Junos Fusion offloads Satellite device chassis and port statistics 


to the Aggregation device for analysis; in the event of a failure 
condition or system log signaling errors, the Aggregation device will 
show alarm and interface address. 


•	 Reduces operational costs by increasing automation and reducing 
truck rolls


•	 Improves uptime by ensuring management consistency as network 
grows, and by improving visibility of the satellite device network  


•	 Reduces burdens on technical staff 
•	 Speeds mean time to repair (MTTR) by enabling technicians to 


rapidly mitigate, isolate, and troubleshoot the issue from a central 
location


Summary 
Junos Fusion employs a standards-based control plane to 


combine MX Series 3D Universal Edge Routers with value-priced 


QFX5100 and EX4300 Ethernet switches. This reduces OpEx 


through lower element installation costs, less management 


complexity, lower configuration and maintenance costs, 


elimination of expensive truck rolls for servicing, and simplified 


management. Services providers using Junos Fusion also realize 


top-line benefits through service delivery acceleration, leading to 


faster time to revenue.


Next Steps
For more information on Junos Fusion and the MX Series 3D 


Universal Edge Routers, please contact your Juniper Networks 


sales representative.


About Juniper Networks
Juniper Networks is in the business of network innovation. From 


devices to data centers, from consumers to cloud providers, 


Juniper Networks delivers the software, silicon and systems that 


transform the experience and economics of networking. The 


company serves customers and partners worldwide. Additional 


information can be found at www.juniper.net.



http://www.juniper.net
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Product Overview


Junos Space is a comprehensive 


Network Management Solution 


that simplifies and automates 


management of Juniper’s 


switching, routing, and security 


devices. Junos Space consists of 


a network management platform 


for deep element and FCAPS 


management, plug-and-play 


management applications for 


reducing costs and provisioning 


new services quickly, and a 


programmable SDK for network 


customization.  With each of 


these components working 


cohesively, Junos Space offers 


a unified network management 


and orchestration solution to help 


you more efficiently manage the 


New Network.


Network Management Challenges for Service Providers  
and Enterprises
For service providers, the network is the money-maker. Service providers look to their 


network to create innovative services that solve business problems and demonstrate the 


added value they can bring to their customers. These services must always be available 


to ensure end- subscriber satisfaction, and new services need to be offered frequently as 


demands and technology change in order to obtain additional revenue streams.


For enterprises, the network is both a strategic and critical corporate asset, where costs 


have to be controlled. Explosive demand for smart devices, social media applications, and 


mobility-based services has placed unprecedented pressure on network operators who 


must provide a compelling experience to increasingly demanding, tech savvy consumers. 


The unrelenting expectations of highly secure and always-on connectivity and service, 


coupled with the growing use of cloud environments, make the network increasingly 


complex to manage and secure. 


These networks can be extremely difficult to manage. Networks have been device centric, 


and each new box brought a different interface and exponential complexity. This made 


networks hard to manage, closed to innovation, and expensive to operate. With more users 


and devices than ever before, managing, securing, and delivering new services across the 


network has meant additional costs and complexities.


Juniper addresses these network challenges with Junos Space to help service providers and 


enterprise customers maximize their network value and scale solutions, all while reducing 


complexity. Junos Space is a critical component of Juniper’s SDN strategy as it provides a 


centralized management plane for a single source of truth and a common management 


platform for managing and creating applications to meet your specific needs.


Centralized Network Management 
With Junos Space, you can simplify and automate the network, improve network agility, 


and deliver new services quickly—all from a single console. Junos Space is composed of the 


following three software elements:


•	 	Junos Space Network Management Platform – Provides comprehensive FCAPS 


and element management of Juniper devices which improves operator efficiencies, 


providing a programmable interface and exposable APIs that enable the development 


and integration of 3rd party applications


•	 Junos Space Management Applications – Plug-n-play, domain-specific applications 


to help you provision new services and optimize workflow tasks across thousands of 


Juniper devices 


•	 	Junos Space SDK (software development kit) – A programmable network solution 


that enables you to leverage the connections and intelligence imbedded in the network 


to create customized management solutions for your specific needs


Junos Space


Your ideas. Connected.™
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Key Component of Juniper’s SDN Strategy
Junos Space is a critical component of our SDN strategy as it 


provides a centralized management plane for a single point-of-


contact into the network and a common management platform 


for managing and creating applications to meet your specific 


needs.  The Junos Space Network Management Platform and 


the Junos Space Management Applications are all accessible 


through a northbound Representational State Transfer (REST)-


based Application Programming Interface (API).   These open 


APIs provide core building blocks for new innovation, with no 


need to build solutions from scratch.  


They also provide access to all Junos-based devices, serving 


as a single entry point that abstracts your network to enable 


you to manage, monitor, control and gather insight across your 


entire network infrastructure.  This enables operators to use 


their existing Operations/Business Support Systems (OSS/BSS) 


deployments and tap into the rich functionality of both the Junos 


Space Network Management Platform and the Management 


Applications.    The programmability, centralization, and 


customization aspects of Junos Space are important as network 


providers begin to embrace SDN architectures in their networks.


Automate and Simplify the Network  
with the Junos Space Network 
Management Platform
Junos Space Network Management Platform provides 


comprehensive element management of Juniper devices. No 


other vendor can manage Juniper devices to the depth and extent 


of Junos Space. With the Junos Space Network Management 


Platform, you get broad FCAPS capability, same day support for 


new devices and Junos releases, a task-specific user interface, 


and northbound APIs to easily integrate into existing NMS or 


OSS/BSS deployments. 


Junos Space Network Management Platform uses multilayered 


network abstractions, operator-centric automation schemes, and 


the simplicity of a point-and-click user interface to help network 


operators in enterprise and service provider organizations scale 


their operations, reduce operational complexity, and enable new 


applications and services to be brought to market quickly.


With this platform, you get a unified approach for managing 


Juniper infrastructure and designing/deploying new services. 


Junos Space offers a centralized network management and 


orchestration solution to manage both network devices and 


services through a single-pane of glass for real-time visibility. This 


means one sign on, one user interface, one location to manage 


routers, switches, and security devices.


Additionally, you scale your network easily with zero-day support 


of new devices and operating systems with a schema driven 


data base, without having to upgrade the platform. With Junos 


Space, you get a highly scalable platform with one cluster (6 


nodes running in a fabric configuration) being able to manage the 


complete network with up to 25,000 devices.


The Junos Space platform is architected from the ground up and 


is based on a service-oriented architecture (SOA). It uses industry-


standard technologies to provide an enhanced user experience, 


massive application transparent scale, high availability, and feature 


velocity. The Junos Space platform provides a single abstracted 


network model across Juniper’s networking infrastructure, 


and it extends this to third parties through standards-based 


Representational State Transfer (RESTful) APIs. The use of a 


standards-based Device Management Interface (DMI), an XML 


schema-driven device access API, zero day support for new 


devices, and a plug-and-play application environment allows in-


service device and software upgrades. Users can access the Junos 


Space platform functionality using a simple Web 2.0 graphical 


user interface (GUI), which uses persona-based workflows and 


progressive disclosure to enable operator-centric and scope-


specific visibility and control.  


Figure 1: Job Management.


Junos Space Environment


Scalable and Resilient Runtime Environment 


Junos Space is implemented as a scalable fabric of physical or 


virtual appliances that work collaboratively to help optimize 


network resiliency, availability, and resource utilization. You can 


expand or contract the fabric by simply adding or deleting nodes; 


the system will automatically expand. Each node is fully utilized 


and the nodes work together to provide automated resource 


management and a base for higher level applications.


The Junos Space Network Management Platform is designed 


for carrier-grade reliability and availability. The Space fabric 


provides 1:1 data base redundancy and transparent switchover of 


UI sessions in case of node failure. And Junos Space is built to be 


massively scalable. Multiple appliances can be clustered together 


to form a single management fabric.


The Junos Space Network Management Platform is multi-tenant 


and enables hot-pluggable application deployment and upgrades. 


Juniper or third-party applications can be added by downloading 


them onto the platform, with the system automatically deploying 


the applications throughout the fabric. One of the unique features 


of the platform is its use of DMI, a schema-driven, programmatic 


interface to allow for easy management of network devices. DMI 


makes it possible to import the published schema version and 


map out all configuration and operational commands for a given 


device, enabling zero day support and future proofing without 


having to upgrade or patch the platform.
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Enhanced User Experience


Junos Space provides a simple to use Web 2.0 GUI that can be 


accessed through standard Web browsers. The GUI is designed 


to simplify the way you interact with the system. It is based on a 


task-oriented paradigm and uses persona-based workflows to 


help you do your administrative tasks quickly and efficiently.  


Embedded Network Infrastructure Automation


The Junos Space Network Management Platform provides 


centralized, unified, out-of-the-box management for Juniper’s 


networking infrastructure. It also provides full element 


management functionality for total management of Juniper’s 


routing, switching, and security devices. Network element 


management functions include:


•	 Device discovery: Provides a wizard-based interface for near 


real-time device discovery to enable operators to quickly 


bring network devices under management.


•	 Topology: Allows operators to have a broad, topological 


view of the network including endpoint devices, link 


information, bottlenecks and failures, and discovered 


relationships between network elements such as devices and 


interconnections for devices under management.


•	 Inventory management: Enables visualization storage and 


management of hardware inventory, including chassis-


related information such as serial numbers, software version, 


location, and physical subcomponent information such as 


slots, cards, and ports for all managed devices. Included is 


automated synchronization between hardware inventory, 


interface information, and configuration of the device.


•	 Software image management: Provides centralized, 


network-wide deployment of software images and patches 


to enable customers to efficiently manage the deployment 


of Juniper software. Includes the ability to import software 


images from local or networked file system, flexibly schedule 


software deployments, stage or deploy software image 


to one or multiple devices in a single workflow, image 


verification for accuracy, and use of golden image.


•	 Configuration templates: Enables creation of cookie-


cutter, model-based configuration templates to help 


optimize and scale device configurations. Includes 


schema-driven GUI for fully customizable configurations, 


and an audit trail to track configuration changes. CLI-based 


template options are also available.


•	 Configuration file management: Enables simplified 


configuration management that includes import, edit 


compare, and backup/restore for individual devices or device 


groups. Provides instant visibility into network configuration 


and performance correlation, automated configuration 


deployment scheduling, validation to minimize syntax errors, 


and entry forms for easy creation of template definitions and 


bulk modification of configurations.


Figure 2: Configuration Templates


•	 Configuration editor: Using a schema-driven GUI, operators 


can view and edit all attributes of a device’s configuration, 


including being able to work with portions of the 


configuration.


Figure 3: Audit Log 


•	 Junos OS script management: Provides centralized, total 


management of Junos OS scripts, including import/export, 


view/edit, version control, deploy/delete, verify execution, 


and more to allow operators to leverage configuration 


and diagnostic automation tools provided by the Juniper 


Networks Junos operating system.


•	 Fault and Performance management: Includes cross-


vendor enterprise-grade event and performance 


management, Powered by OpenNMS, for insight and visibility 


across all network devices.


These platform functions enable users to control any part of their 


Juniper network when used in conjunction with multiple add-on 


applications.


Optimize Network Domain Management 
with Junos Space Management 
Applications
Extending the breadth of the solution are multiple Junos Space 


Management Applications that optimize network management 


for various domains. These applications, with their easy-to-use 


interface, enable you to provision new services across thousands 


of devices and optimize workflow tasks for specific use cases 
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within the core, edge, data center, campus, security, mobile, and 


more. The following Junos Space Management Application can 


easily be added and managed from the Junos Space Network 


Management Platform:


Junos Space Services Activation Director


Junos Space Services Activation Director ensures error-free 


service provisioning and monitoring of legacy Carrier-Ethernet 


and MPLS using a simple interface to design, validate and 


manage these services. Service providers and enterprises must 


be able to rapidly provision and offer new MPLS and Carrier 


Ethernet services across their networks. In order to reduce 


operational costs and enable quick service rollouts, these 


network operators need an intelligent provisioning application 


that facilitates the design, deployment and management 


of services. Junos Space Services Activation Director is a 


collection of applications that facilitates automated design and 


provisioning of L2VPN and L3VPN services, configuration of QoS 


profiles, validation and monitoring of service performance and 


management of synchronization.  


Key features and benefits include:


•	 Removal of all possible manual configuration errors


•	 	One centralized location for all L2VPN and L3VPN services 


•	 	Reduced mean time to recovery (MTTR) when 


troubleshooting customer connectivity issues


•	 	Configuration management, health monitoring, discovery, 


and GUI visualization of synchronization devices


•	 	Facilitates configuration of Quality of Service (QoS) features 


to provide improved service to certain types of network traffic


•	 	Checking end-to-end path connectivity of control plane and 


the data plane in order to guarantee SLAs


Junos Space Network Director


Junos Space Network Director is a full lifecycle management tool 


for unified vision and control of the network wired and wireless 


infrastructure, users and services.  Encompassing both wired and 


wireless for enterprise customers in both the campus and data 


center domains, Junos Space Network Director provides a single 


pane of glass management solution enabling cost-effective 


delivery of high performance and high availability network services. 


Key features and benefits include:


•	 Operation simplicity help you shift from maintaining to 


innovating 


•	 Less human error with guided, wizard based tasks 


•	 Fast and simple deployment with profile based approach by 


logical, location or device grouping


•	 Optimize network performance with extensive performance 


and correlated fault management 


•	 Monitor and plan ahead with pervasive visibility into the 


network


•	 Top interfaces with enhanced web 2.0 user experience with 


adoptive content and smart navigation 


•	 Extensive PDF, CSV, HTML reporting to view inventory, usage, 


capacity, alarms, top talkers.


Junos Space Service Now


Junos Space Service Now is a remote, automated trouble-


shooting client that enables Juniper to quickly identify a problem 


in the customer’s network to achieve a 40% increase in Day 1 


issue resolution. Used by both enterprises and service providers, 


Junos Space Service Now creates an incident detection system 


by performing automated diagnostic data collection on first 


occurrence of an issue. The information collected from devices, 


via the Junos Space Network Management Platform, is presented 


in an easily accessible format that automates and speeds 


troubleshooting and ultimately the resolution of problems.


Junos Space Service Insight


Junos Space Service Insight helps you reduce network downtime 


by delivering proactive bug notifications specific to your network 


configuration, and thorough automated end-of-life/support 


analysis where you can do complete EOL auditing across 100’s 


of devices in seconds. Used by both enterprises and service 


providers, Junos Space Service Insight works seamlessly with 


Junos Space Service Now to deliver targeted bug notifications, 


identify which network devices could potentially be impacted, 


and perform impact analyses for EOL/EOS notifications.


Key features and benefits include:


•	 	Proactive bug notification for reduced risk of network device 


issues to ensure higher network uptime


•	 	End of life impact analysis to reduce the risk of running 


unsupported hardware or software in networks


•	 Ability to automate scanning for impact of bug notifications, 


which saves time in risk assessment and exposure to known 


issues, improves uptime, and reduces the risk of downtime 


due to known issues


•	 	User and systems notifications of new bugs and end of life 


that helps you configure notification policy to alert users or 


other tools/systems about new proactive bug notifications or 


end of life notifications received


•	 	Automates key operational tasks of delivering incident 


prevention, detection, and diagnostics


•	 	Employs the automation capabilities embedded in the 


Juniper Networks Junos operating system to deliver an early 


warning system that detects errors in devices and collects 


required diagnostic data for analysis and troubleshooting


•	 	Provides a uniform solution that can scale to all devices 


running Junos OS
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•	 	Presents information collected in an easily accessible format 


that automates and speeds troubleshooting and ultimately 


the resolution of problems


•	 	Simplifies operational processes and increases operational 


efficiency with the ability to open cases with Juniper 


Networks


•	 	Technical Assistance Center (JTAC) from the Junos Space 


Service Now console, and by sending the necessary 


information to JTAC to quickly and effectively identify and 


resolve problems


•	 	Provides a centralized platform that stores and tracks 


detected incidents, maintains the troubleshooting 


information collected, and tracks the status of associated 


cases escalated to JTAC


•	 	Saves time by automating time-consuming manual tasks 


such as asset inventory details


Junos Space Security Director


Junos Space Security Director helps organizations improve the 


reach, ease, and accuracy of security policy administration with 


a scalable, GUI based management application. Used by both 


enterprises and service providers, it helps administrators more 


quickly and intuitively manage all phases of security policy 


lifecycle, from policy creation to remediation, through one 


centralized web-based interface. 


Key features and benefits include:


•	 	Fast and easy enforcement of security state across the end-


to-end network


•	 	Quick, easy translation of business policies into network 


configuration with minimal manual intervention


•	 	Rapid deployment of thousands of devices with minimal 


user intervention and truck rolls


•	 	Setup of thousands of IPsec VPNs in minutes rather than 


days


•	 	Easy point-and-click interface to enable security architects 


to design, validate, and deploy security policies consistently 


across a distributed network


•	 	Patent pending technology called security domains to allow 


security restrictions to be applied to distributed network 


resources, reducing configuration errors


•	 	Policy abstraction to enable users to simply drag and drop a 


policy onto security devices


•	 	Policy locking that reduces configuration errors by preventing 


simultaneous edits


•	 	Policy versioning for configuration snapshots and rollback 


capabilities


•	 	Topology view of the network for fully automated 


visualization and configuration of security devices


Building Network Applications with Junos  
Space SDK


For companies that want to extract value from their network 


and deliver on solutions that truly work for their business, Junos 


Space is the platform of choice. You can create and deploy 


custom management applications using our programmable 


interface. Junos Space improves network agility by providing a 


SDK toolkit and APIs both at the platform and application level 


for a complete customized solution so you can meet the specific 


needs of your business or internal procedures. 


The Junos Space SDK provides a complete rapid application 


development framework that includes a common infrastructure, 


a software development kit (SDK) with prebuilt core services and 


widgets to allow easy user interface prototyping, and standards 


based APIs for third-party application integration. Using the 


Juniper Networks Junos Space SDK, users have the option of 


developing different classes of applications such as mashups, 


customized business process workflows, or native applications.


The Junos Space Network Management Platform and its Open 


APIs provide RESTful access to all Junos-based devices, serving 


as a single entry point that abstracts your network to enable you 


to manage, monitor, control and gather insight across your entire 


network infrastructure.


And, by using Junos Space SDK, you can utilize your investment in 


existing OSS/BSS solutions to manage, monitor and control the 


network. Plus, you’ll be able to access network data streams and 


insight to proactively manage, monitor and simplify management 


of your complex network. 


Learn Junos Space with Junosphere
The industry’s only virtual networking environment, Junosphere 


enables network operators to perform network testing, design 


and training exercises in a risk-free virtual environment that is 


90% less expensive than traditional physical labs. By utilizing 


Junosphere, you can text your Junos Space instance before 


actually deploying into production. Create and run exact replicas 


of your network within a cloud based Junos environment!


Features and Benefits
Junos Space Benefits


With the Junos Space customers benefit from: 


•	 Network-wide visibility and control


•	 Quick scaling of operations and services


•	 Rapid deployment of switching, routing, and security 


infrastructure


•	 Total management of Juniper devices


•	 Cross-Vendor event and performance management


•	 Network intelligence for extending core platform capabilities


•	 Fast problem identification and resolution


•	 SDK and APIs for customization and integration


•	 Reduced OpEx
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Figure 4: Configuration Editor


Features and Benefits
Features Feature Description Benefits


Web 2.0 GUI •	 Task-oriented GUI to enable users to complete 
tasks in congruent navigation steps and screen 
flows without context switches


•	 Persona-oriented system views and workflows
•	 Workflow automations for common tasks 
•	 Progressive disclosure for contextual view of the 


network


•	 Identity-based navigational flows and a 
consistent user experience that increase user 
productivity, eliminate error prone manual 
operations, and speed up operation cycle times


•	 Lower OpEx due to reduced requirement for highly 
skilled personnel; reduced training and support 
costs due to consistent interface and workflow 
automation


Device Management Interface 
(DMI)


•	 XML schema and metadata files describing how 
to manage each release of the device’s software


•	 Zero day device support
•	 Future proofing of network investments


Hot-pluggable/multi-tenant 
applications


•	 Hosted applications that can be hot-plugged into 
Junos Space platform via global dashboard 


•	 Applications that leverage global platform 
capabilities but maintain their unique identities


•	 Rapid deployment of applications and devices
•	 In-service application and device updates to 


increase uptime and business continuity


Application fabric •	 Distributed fabric of IP-connected physical 
or virtual appliances of pre-assembled, near 
identical full application stacks, including the 
complete Junos Space software to enable 
each appliance to provide full management 
functionality


•	 End users who are able to access management 
applications through a single, public virtual IP


•	 Fabric that is deployed in active/active cluster 
configuration


•	 Instant scale by simply adding or deleting nodes 
on the fabric


•	 Increased application availability and resilience 
due to no single point of failure


•	 Resource optimization due to each node being 
fully utilized and load-balanced with others in the 
fabric


Network operations
Network discovery and inventory 
management


•	 Network and device discovery
•	 Near real-time network inventory
•	 Dedicated socket connection to each device 
•	 Inventory management for automated collection 


of inventory data from Juniper devices.
•	 Inventory views of physical and logical inventory 


of supported devices, allowing users to generate 
reports and track locations, availability, and 
deployment of hardware and software


•	 Automated synchronization between hardware 
inventory, interface information, and device 
configuration of the device


•	 Multi-target specification (IP address, IP address 
range, IP subnet, host name) 


•	 Supports Fault, Configuration, Accounting, 
Performance, Security (FCAPS) network 
management framework, and provides total 
management of network elements


•	 Includes autodiscovery for improved asset 
management and network planning


•	 Enables secure notifications and action for each 
configuration change 


•	 Detailed view of all hardware inventory (power 
supplies, chassis cards, fans, part numbers, etc.) 
for all managed devices to enable intelligent 
cataloging for effective system upgrades and 
modifications


Topology •	 Automated discovery of network topology (devices 
and interconnections) 


•	 Tools for visualizing the discovered topology
•	 Tabular view for device-specific details 
•	 Topology view for broad network visibility
•	 Semantic zooming for fine-grained device view


•	 Flexible network visualization options for 
simplifying network operations
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Features Feature Description Benefits


Software image management •	 Centralized device software installation for all 
managed devices


•	 Enables device images to be uploaded from local 
file system, and deployed onto a device or onto 
multiple devices of the same device family in a 
single workflow


•	 Image verification for accuracy


•	 Provides the ability to do remote software 
upgrades and in-service software upgrades


•	 Enables automated upgrade planning, scheduling, 
downloading, and monitoring of device images


•	 Reduces errors with the use of a recommended 
image


Configuration templates •	 Device configuration templates that provide the 
ability to design and push any configuration to a 
device or group of devices


•	 Schema-driven GUI for template creation to 
enable granular control


•	 Entry forms to create template definitions
•	 Audit log that captures all template deployment 


operations


•	 Allows administrators to design, validate, and push 
configurations to device or device group


•	 Enables deployment of common configuration 
across multiple devices


•	 Allows operators to manipulate all knobs on a 
given device


Configuration editor •	 Configuration editor that provides the ability to 
view, edit, and delete all aspects of a device’s 
configuration


•	 Allows operators to quickly view and modify any 
portion of a device’s configuration


Configuration file management •	 Ability to view a given device’s configuration and 
edit, add, or delete portions of that configuration


•	 Schema-driven
•	 Up-to-date view of device’s configuration
•	 Ability to view, edit, version control, compare, back 


up, and restore network configuration files


•	 Simplified configuration management to optimize 
network performance and health


•	 Instant visibility into network configuration and 
performance correlation


•	 Entry forms to create template definition and bulk 
modify configurations


•	 Administrators able to compare different 
configuration versions either for the same or 
different devices


Junos OS script management •	 Configuration and management of Junos OS 
automation scripts, including import/export, view/
edit, version control, deploy/delete, and verify 
script execution


•	 Centralized management of all Junos OS 
automation scripts


Full rapid application 
development framework


•	 Includes a common infrastructure, a tool kit with 
core services and user interface widgets, and 
integration APIs


•	 Comprehensive development environment to 
rapidly create and monetize applications


•	 Easy integration into operations support systems 
(OSS) and data center ecosystems


•	 Ability to create mashups for market-specific 
solutions


JA2500
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Specifications


JA2500


Dimensions (W x H x D) 450 x 438.4 x 88 mm
(17.72 x 17.26 x 3.5 in


Weight 27 lbs 10oz 1PS, 30lbs 2PS


Rack mountable 19” rack
Front and rear or mid-mount


A/C power supply 90 to 264 V, 47-63 Hz, 2-6 A, 250 watt 
AC power module. Dual redundant 
option.
Efficiency 80Plus certified
Peak inrush current is: 


-40 A maximum at 115 VAC and 25 C
80 A maximum at 240 VAC and 25  


D/C power supply 560 W DC power module 
-45 to -60 V DC power supply


Chassis material 18 gauge (.048”) cold-rolled-steel


Fans 2 x 80 mm hot swap redundant fans 
(2nd optional)


Traffic ports 4 x RJ45 10/100/1000
2 x IOC slots full height


Console port 1 x RJ45 serial console


Operating temperature 41° to 104° F (5° to 40° C)


Storage temperature -40° to 158° F (-40° to 70° C)


Relative humidity 
(operating)


8% - 90% non-condensing


Relative humidity (storage) 5% - 95% non-condensing


Altitude (operating) 10,000 ft maximum


Altitude (storage) 40,000 ft maximum


Safety certifications •	 CSA 60950-1 (2003)
•	 Safety of Information
•	 Technology Equipment
•	 UL 60950-1 (2003) 
•	 EN 60950-1 (2001) 
•	 IEC 60950-1 (2001) 
•	 EN 60825-1 +A1+A2 (1994) 


Safety of Laser Products - Part 1: 
Equipment Classification


•	 EN 60825-2 (2000) Safety of Laser 
Safety of Optical Fiber Comm. 
Systems


Emissions certifications •	 FCC Class A
•	 EN 55022 Class A
•	 EN 55024 Immunity
•	 EN 61000-3-2
•	 VCCI Class A


Warranty Hardware one year and software 90 
days


NEBS No


HDD 6 x 1TB Seagate Constellation.2 7200 
2.5” SAS HDD5
RAID 10 array, LSI 2308 controller4 
onboard


Memory 32GB memory in a total of 4 DIMM 
slots (4x8GB DIMM modules) - DDR3-
1600 ECC unbuffered


CPU Intel Xeon E3-1225v2 3.20GHz, 4C/4T2
77W Quad-Core Processor, 1 HW 
thread/core


IOC slots 2 x full height


PSU AC (Dual optional), 
(DC optional)


Junos Space Virtual Appliance
Juniper Networks Junos Space Virtual Appliance includes 


the complete Junos Space software package as well as the 


operating system. It requires users to create a virtual machine in 


order to deploy the appliance. The recommended specifications 


for the virtual machine are identical to the specifications of the 


physical appliance.  


Juniper Networks Services and Support
Juniper Networks is the leader in performance-enabling services 


that are designed to accelerate, extend, and optimize your 


high-performance network. Our services allow you to maximize 


operational efficiency while reducing costs and minimizing 


risk, achieving a faster time to value for your network. Juniper 


Networks ensures operational excellence by optimizing the 


network to maintain required levels of performance, reliability, 


and availability. For more details, please visit www.juniper.net/us/


en/products-services. 


Ordering Information
What to Buy


This product adheres to the Juniper Software Advantage pricing 


model. Users should order Junos Space as follows:


•	 All Junos Space applications use a perpetual (unlimited 


term) license. This perpetual software license excludes 


Juniper Care Software Advantage, which must be purchased 


separately.


•	 Determine which applications are desired, if any.


•	 Junos Space Platform and the associated applications 


are priced based on the number of servers (Junos Space 


Platform), number of devices under management (Network 


Director and Security Director), number of events per second 


(Log Director), or number of ports under management 


(Connectivity Services Director). For the Junos Space 


platform, one JS-PLATFORM license key is required per 


server. For small one-server deployments, users may 


purchase the JS-PLT-SING license key. For applications, 


purchase the appropriate license key detailed below. 


•	 Users may run Junos Space on both virtual and physical 


appliances; if running the virtual appliance, the necessary 


hardware must be procured separately. For information 


on supported hypervisor(s) and virtual machine (VM) 


requirements, please refer to the technical documentation for 


this product at www.juniper.net under the Support section.



http://www.juniper.net
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Junos Space Platform


Product Number Description


JS-PLATFORM Junos Space Network Management Platform, 
4 cores


JS-PLT-SING Junos Space Platform—Single Node Only SKU.  
Not to be used for HA deployments.


JA2500-A-BSE Junos Space 2500—Large Appliance


Junos Space Applications


Product Number Description


CSD-100G Connectivity Services Director license to 
manage services on a 100GbE port (must 
have CSD-BASE)


CSD-10G Connectivity Services Director license to 
manage services on a 10GbE port using CSD 
(must have CSD-BASE)


CSD-1G Connectivity Services Director license to 
manage services on a 1GbE port using CSD 
(must have CSD-BASE)


CSD-40G Connectivity Services Director license to 
manage services on a 40GbE port using CSD 
(must have CSD-BASE)


CSD-API REST API library support for Connectivity 
Services Director (must have CSD-BASE)


CSD-BASE Connectivity Services Director base package 
including templates for ELINE, VPLS and 
L3VPN services


CSD-SYNC Optional synchronization management add-
on to Connectivity Services Director (must 
have CSD-BASE)


ESD-BASE-10 Edge Services Director base package 
(Discovery, Inventory, Monitoring, Dashboard)


ESD-SRV1-10 Services Package on ESD for Service 
Designer for CGNAT, FW, ADC, Policy Filter 
Manager, Traffic Analyzer


ESD-SRV2-10 Service Package on ESD for TLB 4.0, TDF, DPI


ESD-UPGRADE-10 Base ESD package upgrade with feature 
enhancements to FM, PM, HA Management


JS-LOGDIRECTOR-
10K


Junos Space Log Director, additional 10,000 
EPS


JS-LOGDIRECTOR-1K Junos Space Log Director, additional 1,000 
EPS


JS-
LOGDIRECTOR-500


Junos Space Log Director, additional 500 
EPS


JS-LOGDIRECTOR-
5K


Junos Space Log Director, additional 5,000 
EPS


Product Number Description


JS-NETDIR-10 Junos Space Network Director 10 devices; 
requires Junos Space Network Management 
Platform


JS-NETDIR-100 Junos Space Network Director 100 devices; 
requires Junos Space Network Management 
Platform


JS-NETDIR-25 Junos Space Network Director 25 devices; 
requires Junos Space Network Management 
Platform


JS-SECDIR-10 Junos Space Security Director 10 devices; 
requires Junos Space Network Management 
Platform


JS-SECDIR-100 Junos Space Security Director 100 devices; 
requires Junos Space Network Management 
Platform


JS-SECDIR-5 Junos Space Security Director 5 devices; 
requires Junos Space Network Management 
Platform


Spares


Product Number Description


UNIV-250W-PS-AC Replacement AC power supply (250W)


UNIV-560W-PS-DC Replacement DC power supply


UNIV-SFPP-DUAL-LR Dual Rate SFP+ Long Range Optics LR/LX


UNIV-SFPP-DUAL-SR Dual Rate SFP+ Short Range Optics SR/SX


UNIV-2U-UNIMNT-G Universal rack mount 


UNIV-MR2U-B-FAN-G Replacement fan


Juniper Networks products are sold directly as well as through 


Juniper partners and resellers. For more information on the 


Juniper Software Advantage business model, please visit  


www.juniper.net/us/en/products-services/network-


management/junos-space-platform


For information on how to buy, please visit: www.juniper.net/us/


en/how-to-buy


About Juniper Networks
Juniper Networks is in the business of network innovation. From 


devices to data centers, from consumers to cloud providers, 


Juniper Networks delivers the software, silicon and systems that 


transform the experience and economics of networking. The 


company serves customers and partners worldwide. Additional 


information can be found at www.juniper.net.



http://www.juniper.net/us/en/products-services/network-management/junos-space-platform

http://www.juniper.net/us/en/products-services/network-management/junos-space-platform

http://www.juniper.net/us/en/how-to-buy

http://www.juniper.net/us/en/how-to-buy

http://www.juniper.net
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Product Overview


Service providers and enterprises 


must be able to rapidly 


provision and offer new MPLS 


and Carrier Ethernet services 


across their networks. In order 


to reduce operational costs and 


enable quick service rollouts, 


these network operators need 


an intelligent provisioning 


application that facilitates 


the design, deployment and 


management of services.


Junos Space Connectivity 


Services Director facilitates 


lifecycle management of 


connectivity services such as 


L2VPN and L3VPN services, QoS 


profile configuration, service 


performance validation and 


monitoring, and synchronization 


management. In addition to an 


intuitive graphical user interface, 


the application also supports a 


rich set of API functions to enable 


northbound integration and 


service orchestration with other 


OSS platforms.


Junos Space Network Management 
Junos Space Connectivity Services Director is part of Junos Space, a comprehensive 


network management solution that simplifies management of Juniper’s switching, routing, 


and security devices. Junos Space is a critical component of Juniper’s SDN strategy as it 


provides a centralized management plane with a single point-of-access into the network 


and a common management platform for managing and creating applications to meet 


your specific needs. With Junos Space, you can simplify and automate the network, 


improve network agility, and deliver new services quickly, all from a single console. Junos 


Space is composed of the following software elements:


•	 Junos Space Network Management Platform: Provides comprehensive FCAPS and 


element management of Juniper devices which improves operator efficiencies, 


providing a programmable interface and exposable APIs that enable the development 


and integration of third-party applications.


•	 Junos Space Management Applications: Plug-and-play, domain-specific applications 


to help you provision new services and optimize workflow tasks across thousands of 


Juniper devices.


While the Junos Space Network Management Platform offers broad fault, configuration, 


and device provisioning capabilities with a task-specific user interface, Junos Space 


Management Applications extend the breadth of the platform to optimize network 


management for various domains. The Connectivity Services Director application runs on 


the Junos Space platform, where it enables users to automate the end-to-end provisioning 


of new services across thousands of devices with a simple point-and-click GUI, and to 


optimize management for specific domains such as core, edge, access and aggregation, 


data center, WAN, and campus and branch.


Junos Space Connectivity Services Director  
Product Description 
Companies that offer MPLS and Carrier Ethernet services face common business 


challenges such as controlling capital and operating expenses, accelerating time to market 


and increasing customer satisfaction. At the same time, these companies also have to deal 


with technical challenges such as:


•	 Provisioning a customer service rapidly and accurately


•	 Scaling to keep up with customer demand


•	 Tracking site-specific quality of service (QoS) 


•	 Troubleshooting and pinpointing problems in the network


Junos Space Connectivity 
Services Director


Your ideas. Connected.™
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Junos Space Connectivity Services Director allows service providers 


and enterprises to rapidly enable new service offerings. It facilitates 


an automated and streamlined approach to the service design and 


provisioning process and helps reduce fallout from misconfigured 


customer services, thereby increasing customer satisfaction and 


retention. Besides automating key provisioning tasks, Junos Space 


Connectivity Services Director also provides a complete network 


management solution, including automated service discovery, 


MPLS resource management, point-and-click service provisioning, 


validation, and troubleshooting for legacy ATM/TDM, MPLS and 


Carrier Ethernet environments. 


The Junos Space Connectivity Services Director essentially manages 


the lifecycle of L2 and L3 services comprised of resource pool 


management, service design and provisioning, troubleshooting and 


performance monitoring, and service decommissioning. The high-


level capabilities of the product include:


•	 Automating the design, activation, and validation of  


the provisioning process for L2 and L3 VPNs across  


ATM/TDM, MPLS and Carrier Ethernet networks, enabling 


service providers to efficiently and cost-effectively manage 


deployments while reducing fallout from misconfigured 


services.


•	 Designing, provisioning and activation of RSVP-signaled 


label-switched paths (LSPs), as well as static LSPs, which 


can be configured as end-to-end, P2P, P2MP or full mesh.


•	 Monitoring faults and performance of VPN services using 


standards-based protocols and technologies such as 


Ethernet Connectivity Fault Management (CFM), Ethernet 


link-level fault detection and management, and Bidirectional 


Forward Detection (BFD).


•	 Provisioning synchronization interfaces such as IEEE1588-


2008(PTP) and Synchronous Ethernet (SyncE).


The Junos Space Network Management Platform and Junos 


Space Connectivity Services Director are all accessible through a 


northbound Representational State Transfer (REST)-based API. 


This enables network providers to tap into the rich functionality 


of Junos Space and build native applications on their Operations/


Business Support Systems (OSS/BSS) as they begin to embrace 


SDN architectures in their networks.


The Junos Space Network Management Platform infrastructure 


provides the basic capabilities for device management and 


system administration, such as:


•	 Device discovery


•	 Device image management


•	 Device inventory management


•	 Script management


•	 Log files management 


•	 User and security administration


•	 Fault management


•	 	Performance management


In addition to these basic functions, the Junos Space Network 


Management Platform facilitates a multi-tenant, plug-and-play 


application environment that enables fast start up and in-service 


device upgrades.


Rapid Device Discovery
The Junos Space Network Management Platform uses a variety 


of methods to discover network devices and bring them under 


management. Once the devices are under management, the 


Junos Space platform collects the entire physical inventory of 


these network elements and maintains a centralized repository of 


real-time information about each device, such as:


•	 List of line cards (FPC) 


•	 Interface cards (PIC)


•	 Serial number for each chassis component


•	 Juniper Networks Junos OS version 


•	 Operational, administrative state, speed/duplex of  


the interfaces


•	 Chassis type


Device Pre-Staging
Once devices have been discovered, pre-staging takes the 


devices already under Junos Space management and prepares 


them for service activation. Connectivity Services Director 


automatically detects the MPLS roles and the corresponding 


UNIs of discovered devices. The pre-staging process discovers 


network provider edge (N-PE) devices in the Junos Space 


database and assigns roles to those devices and their interfaces. 


This simplifies the service provisioning task, because only 


qualified devices are allowed to be selected for services.


Resource
Management


Device and
services inventory


Service Design


Pre-defined and 
custom templates


for services


Service
Provisioning


Rapid provisioning
of services


Validation and
Troubleshooting


Network performance
and SLA assurance


Figure 1: Junos Space Connectivity Services Director Functions
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Automated MPLS Resource Management
Deploying Carrier Ethernet services requires multiple network 


resources to be allocated and tracked per customer site. The 


most common network resources are VLAN ID, Virtual Circuit 


(VC) ID, route targets, and route distinguishers. In the case of 


VLAN IDs, these are usually allocated per customer-facing 


interface. When a service provider is potentially handling 


hundreds of customers, each being provisioned hundreds 


of services, tracking network resources can quickly become 


unmanageable and unscalable—particularly when the resources 


are tracked manually. For example, consider a scenario where a 


customer is experiencing loss of packets from one site to another. 


How quickly can a help desk operator troubleshoot the problem 


to help this customer? 


Connectivity Services Director provides automated MPLS 


resource management. It auto allocates VLAN IDs to the UNIs, 


VC IDs and IPV4 addresses, and it tracks used resources. This not 


only minimizes user input during provisioning but also guarantees 


that the service provisioning pushed to the devices does not 


conflict with existing resources on the network.


Rapid Service Design
Predefined service definitions in Connectivity Services Director 


capture Juniper best practices for standard services in terms 


of the options selected, prefilled values for attributes such as 


bandwidth and more. Privileged users can create custom service 


definitions for non-standard network configurations.


Figure 2: Predefined Service Definitions


Juniper-recommended configurations for various service types 


include the following:


•	 P2P E-LINE service


•	 Full mesh and hub-and-spoke VPLS service


•	 Full mesh and hub-and-spoke L3VPN service


Automated Service Provisioning
Seventy-five percent of network outages are due to human error, 


such as misconfiguration when changing an existing customer 


configuration. Imagine that you have to activate a 20-site virtual 


private LAN service (VPLS) for a customer. How do you get 


started? Start a spreadsheet and keep track of the endpoints, 


PE routers, interfaces, VLANs per interfaces, route targets, 


route distinguishers, and other MPLS resources? You start by 


configuring the first site with great attention to detail, update 


your spreadsheet or piece of paper, and slowly make your way to 


the twentieth site by the end of the week. Now, how do you know 


that the VPLS for the twentieth site is working? You need to go 


site by site and verify that you have reachability to all remote 


sites, issuing 20x19 pings. 


What happens when you lose the spreadsheet that contains all 


of the information for this customer VPN? What do you do if you 


need to add a twenty-first site to this VPN and verify that this 


new site is working with the 20 preceding sites?


Connectivity Services Director provides a simple GUI-based 


provisioning tool that allows the operator to easily select the 


endpoints for activating a customer’s multisite VPN. It also 


provides pre-validation before applying a VPN configuration to 


target devices, verifying that there are no collisions with existing 


configurations on the target devices and ensuring that set of 


network parameters ultimately works and renders the VPN 


connection functional.


Connectivity Services Director also facilitates bulk provisioning of 


pseudowires for mobile backhaul deployments. This capability 


greatly simplifies provisioning of thousands of cell sites 


simultaneously with a configuration that is somewhat similar. 


Connectivity Services Director helps to design, provision, and 


activate RSVP signaled label-switched paths (LSPs), as well as 


static LSPs. These LSPs can be configured as P2P, P2MP or full 


mesh LSPs. 


Automated MPLS Service Validation and 
Troubleshooting
Generating an accurate configuration and applying that 


configuration is the first step. But ensuring that the service is 


operational is an additional step that Connectivity Services 


Director provides. Verifying that the control plane and data 


plane are functional guarantees the VPN service is actually up 


and running. 


The real value of Junos Space Connectivity Services Director 


comes when the number of VPN sites is large. The application 


detects all of the sites in a VPN and is able to verify that the 


label-switched paths (LSPs) are operational on all sites—issuing 


a full-mesh MPLS Operation, Administration, and Maintenance 


(OAM) verification to validate that the data plane is operational. 


If one or more sites are not reachable, the operator is 


immediately alerted to the broken sites with a detailed analysis 


of the failure conditions. 


Connectivity Services Director—with its built-in auto-discovery 


(AD), resource management capabilities and service design—


allows service providers to quickly start offering Carrier Ethernet 


services in a very cost-effective manner. 
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Connectivity Services Director provides the following benefits: 


•	 Removal of all possible manual configuration errors


•	 One centralized location for all L2VPN and L3VPN services 


•	 Reduced mean time to recovery (MTTR) when 


troubleshooting customer connectivity issues


Synchronization Management
Junos Space Connectivity Services Director includes an 


optional component that manages synchronization devices 


such as Juniper’s TCA Series Timing Appliances as well as 


synchronization subsystems within other Juniper devices that 


support the IEEE 1588-2008 standard—commonly known as 


Precision Time Protocol, or PTP. In addition to managing device 


level synchronization attributes, Connectivity Services Director 


also manages logical timing entities or domains that comprise 


groups of devices or subsystems. Users can create timing 


domains, assign various synchronization devices and subsystems 


to a domain and then apply a specific timing service template 


to each domain. Connectivity Services Director scans through 


the devices in the timing domain and performs configuration 


operations one-by-one based on the service template, thus 


automating and greatly simplifying the configuration process. 


Connectivity Services Director provides configuration management, 


health monitoring and discovery of synchronization devices.


Service Validation and SLA Monitoring
After a service has been provisioned, the service provider must be 


able to monitor the service in order to guarantee SLAs. Monitoring 


involves checking end-to-end path connectivity of the control 


plane and data plane. Control plane validation involves verifying 


that the MPLS edge routers have indeed established logical 


connections. For E-LINE LDP and BGP, LSPs have to be peered, 


and pseudowires from both PE routers have to be operationally in 


“up” status. For VPLS multipoint-to-multipoint, each site/leg has 


to have all the configured LSPs operationally “up.” 


Figure 3: SLA Iterator profile


Data plane validation is one last step that leverages exiting MPLS 


OAM pings to ensure that the data plane is indeed working. The 


Connectivity Services Director application provides the following 


monitoring capabilities:


•	 Connectivity Fault Management (CFM) configuration at the 


port and interface level


•	 Service level CFM for P2P (E-Line) and VPLS (E-LAN) 


services


•	 Support for Y.1731 based one-way and two-way 


measurements for frame delay, frame delay variation, frame 


loss and service availability


Connectivity Services Director enables users to set up CFM 


flows between service endpoints in order to monitor the end-


to-end service using Y.1731 frames. Users can choose to gather 


performance data on demand, or create SLA Iterators and assign 


them to a service in order to periodically measure the data. In 


addition to these iterators, users can also associate an Action 


Profile with a service to describe actions that must be performed 


when connectivity problems are detected with the service.


Figure 4: Performance data collected through OAM flows
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Features and Benefits


Feature Feature Description Benefits


Reliable and scalable 
architecture


•	 The Junos Space Connectivity Services Director runs 
on a distributed and scalable architecture. 


•	 The Junos Space fabric can be expanded 
organically, as administrators can simply add nodes 
to increase scalability. 


•	 Users can monitor the health of the fabric, 
and adjust node membership, as needed. The 
application automatically load-balances the 
processing across any new nodes as required. 


•	 Allows for a resilient application infrastructure.
•	 Allows for expansion of the application 


infrastructure with the growth of the number of 
devices, number of GUI operators and northbound 
operations support systems (OSS) clients. 


•	 Enables geographically distributed data centers to 
operate on the same Junos Space fabric. In case 
one data center is not operational, the secondary 
data center can still provide full management 
capability to continue operations. 


Auto-discovery (AD) and 
inventory of network devices


•	 Using IP address range, IP subnet and hostname, 
Connectivity Services Director is able to connect to 
and bring in the complete physical inventory of the 
managed devices.


•	 Extends network discovery to MPLS VPN roles 
including ATM and OCx.


•	 Provides a complete and accurate device inventory 
of line cards, PICs, interfaces, Junos OS version, 
chassis type, and serial number that is accessible in 
one single place. 


•	 Improved pseudowire support is available.


Automated MPLS 
and network resource 
management


•	 Leveraging Juniper best practices, there is a set 
of predefined network signature rules that help 
with the MPLS role, UNI, NNI, and VLAN ID pools 
assignment. 


•	 Once these rules are applied to the discovered 
network devices, automatic role assignment, UNI 
selection and corresponding VLAN ID tagging occur. 


•	 When configuring carrier Ethernet services, a large 
number of network resources typically need to be 
allocated and tracked for a given MPLS service.


•	 Provisioning Ethernet services at scale becomes 
fast and efficient by automating network resource 
allocation.


Service design •	 Leveraging Juniper MPLS best practices, 
Connectivity Services Director has predefined 
service offering designs for E-LINE and ELAN-VPLS 
services. Service designers can further customize a 
carrier’s predefined service offering designs.


•	 Time to market is shortened, providing a turnkey 
service model that can be leveraged rapidly. 


•	 Custom service definitions allow for flexibility in 
service provisioning.


Multihoming •	 VPLS multihoming connects a customer site to 
multiple PE routers.


•	 Redundant connectivity is provided in the event of 
a PE router-to-CE device link failure or the failure of 
a PE router.


Point-and-click provisioning •	 Simple point-and-click provisioning allows the 
operator to easily select the endpoints for activating 
a customer VPN. 


•	 MPLS services supported are carrier Ethernet 
E-LINE and ELAN-VPLS.


•	 Removes all possible manual configuration errors.
•	 Provides one centralized location to track all 


customer VPN services (E-LINE, ELAN-VPLS). 
•	 Reduces MTTR when troubleshooting customer 


connectivity issues.


Configuration pre-validation •	 Before deploying carrier Ethernet services, pre-
validation is done to determine if there are any 
conflicts with selected network parameters in the 
network—VLAN IDs, VC ID, Route Targets (RTs) 
collision, uniqueness of Route Distinguisher (RD).


•	 All of these network pre-validations provide a 
certain level of assurance that the service intended 
by the operator has no conflicts and is configured 
correctly without errors.


Configuration post-validation •	 Connectivity Services Director validates at a 
configuration level to determine if the intended 
configurations are present on all targeted devices.


•	 Ensures that the service configurations are present 
as intended by the operator.


Operational validation •	 In order to ensure that carrier Ethernet services are 
operational, two validation levels are executed—
control plane and data plane validations.


•	 Provides the operator with a clear assurance that 
carrier Ethernet services are indeed working.


Create, Read, Update, and 
Delete (CRUD) functionality


•	 CRUD is applied to resource management for MPLS 
VPN service deployment. 


•	 IP address pool handling is available.
•	 Provides automation of attributes such as AS#, RD 


pools.


•	 Customers can easily assign IP address selections, 
reducing multiple manual steps.


•	 Improves handling of additional L3VPN attributes.


Synchronization management 
(option)


•	 Connectivity Services Director allows configuration 
of PTP and SyncE interfaces across Juniper devices.


•	 Network-wide consistency in management of 
synchronization—a critical requirement for 3G/4G/
LTE networks.


Performance monitoring •	 Connectivity Services Director facilitates fault 
monitoring of ports, interfaces and services and 
provides network performance data.


•	 Provides early warning about network problems 
and allows service providers to meet SLAs.


OSS/BSS integration (option) •	 Connectivity Services Director provides REST API for 
northbound OSS/BSS to access the applications 
and orchestrate other services.


•	 Simple interface to achieve platform extensibility, 
multivendor support and service orchestration.
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Table1: Supported Platforms and the Software Versions for Connectivity Services Director


Supported Platforms Qualified Junos OS Release


ACX Series Universal Access Routers:
•	 ACX500 router
•	 ACX1000 router
•	 ACX1100 router
•	 ACX2000 router
•	 ACX2100 router
•	 ACX2200 router
•	 ACX4000 router
•	 ACX5000 router (ACX5048 and ACX5096)
•	 ACX500 router


Release 12.3R1 through Release 12.3X54-D10 for ACX1000, ACX1100, ACX2000, ACX2100, 
ACX2200, and ACX4000 routers


Release 15.1X54-D20 for ACX5000 routers


Release 12.3X54-D20 for ACX500 routers


MX Series 3D Universal Edge Routers Release 12.2R1 through Release 15.1R1 for MX80, MX104, MX240, MX480, and  
MX960 routers


Release 13.3R1 through Release 15.1R1 for MX2010 and MX2020 routers


M Series Multiservice Edge Routers Release 10.0 through Release 12.2R1.8 for M320 router


Release 10.0 through Release 14.2R1.12 for M7i and M10i routers


PTX Series Packet Transport Router Release 13.2R2.2 for PTX3000 router


Release 13.2R1.7 for PTX5000 router


Juniper Networks Services and Support
Juniper Networks is the leader in performance-enabling services 


that are designed to accelerate, extend, and optimize your 


high-performance network. Our services allow you to maximize 


operational efficiency while reducing costs and minimizing 


risk, achieving a faster time to value for your network. Juniper 


Networks ensures operational excellence by optimizing the 


network to maintain required levels of performance, reliability, 


and availability. For more details, please visit www.juniper.net/us/


en/products-services. 


About Juniper Networks
Juniper Networks is in the business of network innovation. From 


devices to data centers, from consumers to cloud providers, 


Juniper Networks delivers the software, silicon and systems that 


transform the experience and economics of networking. The 


company serves customers and partners worldwide. Additional 


information can be found at www.juniper.net.



http://www.juniper.net/us/en/products-services

http://www.juniper.net/us/en/products-services

http://www.juniper.net
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LIGHTMODE LM-1 OTN 


The LIGHTMODE LM-1 OTN is a functional OTN switching block with integrated optical pluggable modules, offering line 


interface up to ODU4 (100Gbps). SDN native by design, it allows abstraction to the optical domain SDN controller, SD-


WAN controller or Service orchestrator, liaising over open APIs (YANG models with NETCONF/RESTCONF).  


The LM-1 OTN offers multiple SDH, Eth and OTN client ports and multiple OTN line ports. To improve the equipment 


connectivity flexibility, a group of ports support flexi-I/O and can be custom configured by software to operate either as 


client or line interfaces, thus allowing a better fit to each site-specific traffic needs. 


The OTN B&W or C/DWDM line interface, based on pluggable optical modules, can either directly connect to any 


WDM infrastructure (new or existing) maximising the transport network utilization, or be stacked over an LM-1 WDM 


functional block creating a single network element inclusive of the optical line system. 


 


            


 


 


 


 


 


The LM-1 OTN 100G is designed to close multiple metro access OTU2 (10Gbps) rings, that together with local traffic is 


aggregated and transported over an OTU4 (100Gbps) metro core rings. The 1RU high form-factor offers a fully 


redundant architecture.  
The LM-1 OTN 10G is designed to operate in metro access network, collecting local traffic from SDH, GEth and ODU1 


services and aggregates them over multiple ODU2 (10Gbps) metro rings. The 1RU high form-factor offers a fully 


redundant architecture.  


LM-1 OTN 100G LM-1 OTN 10G 
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Optical Transport Network OTN 


Why using OTN as single transport layer 


 


- OTN flexibly supports a wide variety of client signals into standard payload formats, 


including sub-port services, with direct mapping over WDM.  


- Transparent to all protocols: no manipulation, delay introduction nor sync impacts.  


- Allows for infrastructure sharing with no capacity contentions, optimal for virtual 


operators, carrier’s carrier, transport of different business types.   


- OTN is an ITU standard, multivendor by design. 


- Lowest transport latency by technology, and lowest cost per transported bit. 


Technical Specifications 


 (*) SFP/SFP+ ports   


 (**) SFP+ ports. 4 of them are Flexi I/O ports   


 (***) QSFP28 port   


 (****) ODUFlex based 


Parameter LM-1 OTN 10G LM-1  OTN 100G 


Switch fabric 280 Gb/s @ ODU0 400 Gb/s @ ODU0 


Number of blades per shelf 2 


Client Interfaces (per blade) Up to 10 x clients: (*) 


STM-1/4/16/64;      1GbE/10GE;      OTU1/OTU2; 


Line interfaces (per blade) Up to 8 x OTU2(**) 1 x OTU4 (***) 


Redundancy (1+1) Power, control, fabric 


OTN containers for clients ODU0/1/2 & ODUFlex 


Transmission ODU0/1/2 & ODUFlex unidir/bidir/D&C 


Services Transparent P2P, EPL, ‘light’ EVPL (****) 


Protection ODU0/1/2 & ODUFlex SNC 


Client protection Multi-blade LAG 


Packet features Classification; Policing; Queuing (QoS);  


VLAN management; OAM 


Size (H x W x D) 44.2 x 482.6 x 282.0 mm3  (1.74 x 19.00 x 11.10 in3) 


Power supply -48 VDC  (-40.5 to -57 VDC) 


Power consumption 400 W (max) 


Operating temperature -5°C to +45°C  (23°F to 113°F) 


Relative humidity 5% to 95% 


Synchronization  Sync Ethernet; SDH Sync; 1588v2 (PTPoOTN) 


Synchronization Physical 


Interface 


2MHz / 2Mb/s;       


1PPS/TOD 


Management Stackable, managed as 1 NE RESTCONF/YANG interface 


Regulations & standards IEC 60297-3-100 


IEC 60297-3-101 


GR-3028-CORE 


ETSI EN 300 119-3 


ETSI EN 300 019-1-3 


EIA-310-D 


ANSI T1.336 


Block Architecture 


allows stacking of LM-1 


shelves to form a single 


Network Element, 


offering at each site the 


best combination of 


interfaces capacity and 


functionalities. 


Integrated WDM 


pluggable Optics  


to create metro rings 


without the need of 


extra hardware, or to 


directly liaise over 


existing WDM 


infrastructure when 


available. 


Flexi-I/O  


a group of ports can be 


software configured to 


operate as Clients or 


Line according to user 


needs. 


Native SDN  


removing the need of 


proprietary software 


integration, supporting 


T-API NETCONF/YANG 


according to ONF model 


TAKEAWAYS 
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contact us:


SM-Optics


via Michelangelo Buonarroti, 1


20093 Cologno Monzese, Milano


Tel. +39 02273251 - Fax +39 0225391585


  www.linkedin.com/company/sm-optics


  www.sm-optics.com
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3rd paRty maintenance


Maintenance services for SDH/OMSN network are possible 
thanks to the deep knowledge and experience of the 
SM Optics team in this field. Remote or local technical 
support, help desk and support to migrate network 
management platforms are part of the services that can be 
offered to maintain the current optical-multiservice networks.


FULL RANGE 
OF


TAILOR-MADE
SERVICES


NETWORK
MODERNIZATION


PROFESSIONAL
SERVICES


OSS DESIGN
AND INTEGRATION


3RD PARTY
MAINTENANCE


network 
modernization


When addressing the 
refurbishing of a Networking 
infrastructure, the activities to be 
carried out will depend on the network 
state, the products deployed, type of 
services running and new services to be 
introduced. The first step is to consolidate the 
existing infrstructure resulting in a solid transport 
network to base the future innovation on. Many 
operators find themselves with a layered transport 
networks outcome of several years of overlaying. 
This infrastructure may have been kept for over 
a decade, presenting a vast variety of equipment 
type, age and a mix of traffic flow rules. With such 
an articulated scenario it becomes fundamental 
to first create a stronger building ground before 
investing in a new architectural model.


Professional services


Very often telecommunication network become 
layered as time goes by and managing many different, 
aging technologies can be challenging. SM Optics 
supports all phases of customer’s network lifecycle 
with its services: leveraging its deep understanding 
of transmission technology and a vast experience in 
support services, SM Optics can helps its customers 
to get the most out of their existing network 
infrastructure.
Traditional support services can 
be provided with optimization 
in mind, along with more 
consultative activities, 
focused on evaluating new 
technologies adoption 
paths, moving the 
network towards 
modernization phase.


OSS design and integration


Expert team in network management system and platforms allows 
to design customized solutions for interfacing the existing platforms 
with modern network management infrastructures (OSS systems).
•	 Deep technical knowledge (SDH/OMSN/POT/WDM/OTN)
•	 Software integration (NMS/OSS/SDN/NFV)
•	 Traffic engineering and matrix definition
•	 Cross technology know-how (e.g. wireless/routing)
•	 On site service activities
•	 Structured post sales 


support







•	 Interfaces: Dual 63xE1 (75 Ohm) + NxSTM/1/4/16/OTU1
•	 Switching capabilities: E1 granularity
•	 Stackable (With E1 aggregator or E1 Hub)
•	 Management of LM-1 WDM drop shelf as single NE.
•	 Power: -48V
•	 Synch IF: 2MHz/2Mbit, 1PPS/TOD
•	 Matrix/Ctrl Protection: EPS
•	 Power Protection: EPS
•	 Services: E1 Aggregation over OTN
•	 Network connection: ODUe/0/1 unidir/bidir/D&C protection
•	 Network protection: ODUe/0/1/ SNC
•	 Synchronization: SDH sync,
•	 Performance Monitoring: OTN, SDH
•	 Management protocol: Netconf/Yang aligned to ONF model


•	 Interfaces: Dual OTU2 + NxSTM/1/4/16/OTU1+ NxSTM1/4
•	 Switching capabilities: E1 granularity
•	 Management of LM-1 WDM drop shelf as single NE.
•	 Power: -48V
•	 Synch IF: 2MHz/2Mbit, 1PPS/TOD
•	 Matrix/Ctrl Protection: EPS
•	 Power Protection: EPS
•	 Services: E1 Aggregation over OTN 			 


and hub function towards SDH
•	 Network connection: ODUe/0/1 			 


unidir/bidir/D&C protection
•	 Network protection: ODUe/0/1/ SNC
•	 Synchronization: SDH sync,
•	 Performance Monitoring: OTN, SDH
•	 Management protocol: Netconf/Yang 		


aligned to ONF model


SM-OS
microwave
platforms


OTN INFRASTRUCTURE


Nx10G - 100G
OTN/WDM


100G - 200G
OTN/WDM


T-API


NEW WDM
MAPPING


Leased Lines


Data Center


Mobile Antenna


Business & Enterprise
Services


1/10G1/10Gb Eth


1/10Gb Eth
Fibre-Channel


SDH


NxE1
SDH Rings


LM-1 OTN
LM-1 WDM


NEW METRO
WDM


LM-1 OTN
LM-1 WDM


LM-1 MICRO OTN
AGGREGATOR


LM-1 MICRO OTN
AGGREGATOR


EXISTING
NETWORK


LM-1 MICRO OTN - HUB


LM-1 MICRO OTN - HUB


MODERNIZATION
OVER WDM


SM-Optics Optical Domain SDN Controller


NETCONF - YANG


WDM platform optimized for Metro/Access 
network portion, to complement Single NE with 


LM-1 OTN or LM-1 MICRO OTN solution with 
CWDM or DWDM technology. Up to 40 channels 
with unique reconfigurability solution optimized 


for ring topology. Managed in SDN context 
introduces simplicity in network management 


and reduction of associated costs. Planning tool is 
integrated in management system architecture.Complete solution for migrating legacy SDH/PDH 


networks to modern OTN/WDM infrastructures. 
«E1Aggregator» performs the grooming of E1 services 
(native or channelized) into OTN (OTU1 interface), 
while «Hub» closes different rings of E1 aggregators 
and grooms traffic over a large number of interfaces 
including: SDH STM-1/4/16 or OTU1/OTU2. A smooth 
migration towards OTN/WDM networks, minimizing 
the traffic impact during the migration.


OPTICAL SDN DOMAIN CONTROLLER


•	  Platform: Linux OS supporting virtualization and 
containerization


•	 Geographical redundancy.
•	 Topology&geographical maps
•	 Multi-Layer Path Calculation and Set-up		


(OTN, WDM, Legacy).
•	 Embedded methodology for path migration from legacy 


to new optical technologies.


•	 Alarm and dignostic.
•	 Performance Moniitoring
•	 Application management: capability to download 		


on-demand applications to network
•	 Integrated network planning tool.
•	 Northbound interface: TAPI based RESTconf API 		


for topology, connectivity, alarms, PM
•	 Southbound interface: RESTconf


LM-1 MICRO OTN AGGREGATORLM-1 MICRO OTN HUB


•	 8channel MUX/DEMUX 		
(with upgrade port)


•	 8channel MUX/DEMUX		   
(without upgrade port)


•	 2channel OADM- Completely 
passive solution


•	 Single NE with LM-1 OTN 		
or LM-1 MICRO OTN solution


•	 Typical network Scenario 		
of 30 Km / 5 nodes / 8 channels


•	 16channel MUX/DEMUX
•	 2channel OADM
•	 4channel OADM
•	 Single NE with LM-1 OTN 		


or LM-1 MICRO OTN solution
•	 Typical Scenario 		


of 60 Km / 6 nodes / 16 channels


•	 Up to 40 channel MUX/DEMUX
•	 Metro ROADM
•	 EDFA Amplifiers
•	 ILA configuration
•	 OSC
•	 Flexgrid ready
•	 Network topologies: Ring, Linear
•	 Automatic power adjustment
•	 Planning Tool
•	 APR (Automatic Power Reduction)
•	 Single NE with LM-1 OTN 			


or LM-1 MICRO OTN solution
•	 SDN Management protocol: 	


Netconf/Yang aligned to ONF model
•	 Typical Scenario up to 		


500Km / 16 nodes / 40 channels


LM-1 WDM:CWDM 
Variant


LM-1 WDM:DWDM 
Variant (passive solution)


LM-1 WDM:DWDM 
Variant (active solution)


LM-1 MICRO OTN
LM-1 WDM


•	 Network ports: OTU2 B&W or C/DWDM 	
(SFP+ based)


•	 Client ports: STM-1/4/16/64, 1Gb, 10GbE, 
OTU1/2, FC, SD (SFP/SFP+)


•	 Switching capacity: ODU0 granularity
•	 Power: -48V
•	 Synch IF: 2MHz/2Mbit, 1PPS/TOD
•	 Matrix/Ctrl Protection: EPS
•	 PowerProtection: EPS
•	 Services: Transparent P2P, EPL, ‘light’ EVPL 


(ODUFlex based)
•	 Network connection: 			 


ODU0/1/2/Flex unidir/bidir/D&C protection
•	 Network protection: ODU0/1/2/Flex SNC
•	 Client protection: Multiblade LAG, MSP
•	 PKT Features: Classification, Policing, queuing 


(QoS based), VLAN mng, OAM.
•	 Synchronization: syncE, SDH sync, 1588v2 


(PTPoOTN)
•	 Performance Monitoring: OTN, PKT
•	 SDN Management protocol: Netconf/Yang 


aligned to ONF model


A unique platform carrier grade and fully protected, to move 
100G in the access/metro network portion, with unlimited 
flexibility and capability to transport different kind of traffics 
over the same network with the best performances in terms 
of throughput and latency. Native SDN allows a flexible and 
fast reprovisioning to cope with unpredictable traffic matrices, 
driven by modern SDN/NFV orchestrator platforms. 
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LM-1 OTN


LM-1 OTN: 10G
Network port variant


•	 Network ports: OTU4 B&W (QSFP28 based)
•	 Client ports: Dual STM-1/4/16/64, 1Gb, 10GbE, 


OTU1/2, FC, SD (SFP/SFP+)
•	 Switching capacity: ODU0 granularity
•	 Power: -48V
•	 Synch IF: 2MHz/2Mbit, 1PPS/TOD
•	 Matrix/Ctrl Protection: EPS
•	 Power Protection: EPS
•	 Services: Transparent P2P, EPL, ‘light’ EVPL 


(ODUFlex based)
•	 Network connection: 			 


ODU0/1/2/Flex unidir/bidir/D&C protection
•	 Network protection: ODU0/1/2/Flex SNC
•	 Client protection: Multiblade LAG, MSP
•	 PKT Features: Classification, Policing, queuing 


(QoS based), VLAN mng, OAM.
•	 Synchronization: syncE, SDH sync, 1588v2 


(PTPoOTN)
•	 Performance Monitoring: OTN, PKT
•	 SDN Management protocol: Netconf/Yang 


aligned to ONF model


LM-1 OTN: 100G
Network port variant
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